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Opinion

Opinion
The rise of AI in healthcare

Artificial Intelligence (AI) has significantly changed the way healthcare is delivered, 
especially in telehealth. From symptom-checking apps to advanced diagnostic tools, AI has 
made medical care more accessible, particularly for people in remote areas [1]. It has helped 
ease the workload of healthcare professionals and improved efficiency in patient care [2]. 
However, this progress comes with risks. While AI can assist medical professionals, relying too 
much on it may weaken essential skills, reduce professional accountability, and raise ethical 
concerns. If left unchecked, AI dependence could lead to serious problems in healthcare, 
including medical errors and a decline in human-centered care. To avoid these pitfalls, we 
must find a balance-combining human expertise with AI’s capabilities while ensuring ethical 
and responsible use.

The benefits and risks of AI in telehealth

AI has transformed healthcare by analysing vast amounts of data, predicting diseases, and 
assisting in diagnoses. Chatbots provide around-the-clock medical advice, and AI-powered 
imaging tools can detect health conditions faster than human doctors. These advancements 
are especially valuable in areas with limited medical resources [3]. But as healthcare providers 
rely more on AI, new challenges arise:

The loss of essential skills (skills atrophy): We found on a series of experimental 
research in different context as education and social sciences that over-reliance on AI could 
raise the phenomena which is skills atrophy which is consistent with Ali’s study [1]. When 
doctors and nurses depend too much on AI for diagnosing illnesses or analysing patient 
history, they may lose critical thinking skills [1]. Just as using GPS too often can weaken a 
person’s ability to navigate, AI can dull medical professionals’ instincts. 

Reduced professional curiosity

AI’s convenience can sometimes lead to professional complacency. If an AI system can 
summarize medical research, some doctors might stop keeping up with new studies. If chatbots 
handle patient interactions, healthcare providers may lose their ability to communicate with 
empathy. Over time, this can weaken the doctor-patient relationship and reduce trust in the 
healthcare system [4].

Ethical dilemmas and risk of negligence: AI is not perfect, yet some medical professionals 
may blindly trust its recommendations without questioning them. This “automation bias” 
can lead to serious mistakes. For example, if an AI system labels a patient’s symptoms as 
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low-risk, a nurse might dismiss the patient’s concerns-even if their 
instincts suggest otherwise. Similarly, a therapist might rely on an 
AI emotion-detection tool instead of actively listening to a patient. 
In such cases, AI can unintentionally contribute to negligence or 
malpractice.

Strategies to lessen AI dependence

A smarter approach: human-AI collaboration: To prevent 
these risks, we must shift our mindset. AI should not replace human 
decision-making but support it. A “hybrid intelligence” model-
where AI and human expertise complement each other-offers the 
best way forward. Here’s how we can achieve that balance through 
using various strategies: 

Supporting, not replacing, decision-making: AI tools 
should be designed to assist healthcare professionals rather than 
make decisions for them. For example, an AI system can highlight 
potential drug interactions, but a doctor should consider a patient’s 
full medical history before making a decision. Telehealth platforms 
should also encourage providers to think critically by requiring 
them to justify any decisions that differ from AI recommendations.

Ongoing training and education: Medical professionals must 
continuously learn how AI works-not just how to use it. Healthcare 
institutions should provide training that teaches doctors and 
nurses how to identify biases in AI, interpret its recommendations, 
and recognize situations where human judgment is more reliable 
than machine-generated results. One effective way to develop these 
skills is through interactive simulations where doctors compete 
against AI in diagnosing conditions.

Clear rules and accountability: Governments and 
healthcare organizations must establish strict guidelines for AI 
use in medicine. Telehealth services should disclose when AI is 
involved in patient care, and there must be clear rules about who 
is responsible for medical errors-whether it’s the AI developers, 
the healthcare provider, or both. The European Union’s AI Act, 
which treats medical AI as “high-risk” and requires strict testing, 
is a good example of how regulations can protect both patients and 
healthcare professionals.

Building a culture of responsible AI use: Technology alone 
cannot prevent AI misuse-cultural change is also necessary. 

Healthcare professionals, patients, and policymakers must work 
together to promote responsible AI use in telehealth. This can be 
done by:

a.	 Raising awareness about cases where AI reliance has led 
to mistakes, alongside success stories where AI and human 
expertise worked well together.

b.	 Encouraging healthcare providers to verify AI 
recommendations with peer reviews or second opinions.

c.	 Educating patients about their right to ask whether AI 
was used in their treatment and to request human oversight 
when needed.

Conclusion
Keeping humanity at the heart of healthcare

AI is neither a saviour nor a threat-it is a tool. But like any tool, 
it depends on how we use it. By combining AI’s efficiency with 
human intuition, compassion, and ethical responsibility, we can 
create a healthcare system that is both innovative and patient-
centered. The future of telehealth should not be about choosing 
between human doctors and AI, but about ensuring that they work 
together to provide the best care possible. With the right approach, 
we can build a system where healthcare professionals stay sharp, 
patients feel valued, and AI serves as a helpful assistant rather than 
a risky replacement.
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