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Introduction
After the recent financial crisis, European governments saw the need to launch a process of 

bank restructuring that incorporates a series of reforms based on country specific regulations. 
This process has evolved from a prudential regulation to a structural regulation which requires 
compliance with a set of rules, maintaining levels of asset quality and resources to address 
potential losses, provisioning for bad debts and compliance stress tests to ensure stability. 
The post-crisis situation in which these procedures have been developed has forced the 
governments to adopt new austerity measures and economic reforms that even nowadays 
continue to be implemented. Barth [1] explain that numerous pages of regulations in most 
countries delineate the permitted activities of banks and provide shape and substance to the 
deposit of insurance schemes and the nature and timing of the information that banks must 
disclose to regulators and the public. At the same time, numerous European governments 
have developed a climate of political instability which could be identified as cause and effect 
for all types of problems such as the appearance of corruption or the lack of transparency, 
among others [2]. In a context of bank restructuring of the European Union, where prudential 
measures have been implemented, based on specific regulations at both a domestic and 
European level, it is important to analyze how these new developments affect banks’ behavior, 
Michalak [3]; Elliot et al. [4]; Slimane et al. [5]; Milani [6] As the process of banking integration 
getting to conclude and such measures are being implemented progressively, it is interesting 
to evaluate banks’ efficiency and its variations during this restructuring. To this end, efficiency 
is estimated in a sample of 397 banks of 21 member states of the European Union in the period 
2011-2014. The methodology used is nonparametric DEA for obtaining efficiency estimates. 
The aim of the second stage of the analysis is to identify which variables related with banks’ 
specific features and their states are determinants of their inefficiency levels. Specifically, the 
influence of the global management system CAMELS, the economic growth, and economic 
freedom variables are regressed on inefficiency by a regression model. Finally, the results show 
a significant influence of the global banks management system, CAMELS, as well as economic 
freedom variables in countries where they are located, on the levels of inefficiency of European 
banks analyzed during the period 2011-2014.
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Abstract

The analysis of banking efficiency presents a broad and extensive literature on the degree of impact of 
specific banking variables, to explain the different optimizing behaviors before phenomena such as a 
global financial crisis. This study analyzes the behavior of a representative sample of European banking 
systems, measured through the CAMELS global management model, and observes the main effects of these 
indicators on efficiency scores. On the other hand, the influence of economic freedom and its different 
dimensions on the efficiency levels of European Union banking systems is analyzed in the 2011-2014 
period.
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Literature Review
Review on banking efficiency

Efficiency is a key concept for financial institutions, and it 
has long been studied [7]. This is due to the recent events in the 
finance and banking environment, the study of evaluation and 
measurement of the efficiency of banks has given rise to a growing 
body of empirical literature [8]. The importance of the banking 
sector is premised on the grounds that banks are the main channels 
of savings and allocations of credit in an economy [9]. The banking 
sector provides important financial intermediation function by 
converting deposits into productive investments. Unlike in other 
developed nations where financial markets and the banking sector 
work in unison to channel funds, in developing countries, financial 
markets are undersized and sometimes completely absent [10]. 
It falls on the banking sector to bridge the gap between their 
efficiency in service delivery and their performance. According to 
the available literature, there are many researchers, who examine 
the efficiency of financial institutions by using methods such 
as parametric or non-parametric methods of banks Bopkin [7]; 
Alhassan 2016; Kablan [11].

Banking efficiency has often been analyzed in the European 
Union (EU). In this context, Fries [12] analyze efficiency in a 
sample of banks using efficiency as a proxy of progress associated 
with changes in structural and institutional reforms. Kasman 
[13] analyze efficiency in commercial banking in Central and 
Eastern European countries taking into account the impact of 
macroeconomic and financial sector conditions. Andries [14] show 
efficiency improvements may be due to increased competition 
upon EU accession and the entry of foreign banks. Chortareas [15] 
investigate the dynamics between bank regulatory and supervisory 
policies associated with EU banking efficiency from 2000 to 2006. 
Their evidence suggests that banks from countries with more open, 
competitive and democratic political systems are more likely to 
benefit from higher operating efficiency levels. Chortareas [16] 
study the relationship between financial freedom and commercial 
banks’ efficiency in EU. Tsionas [17] analyze efficiency in a sample 
of European banks in pre and post-crisis periods and demonstrate 
a decrease of efficiency after the crisis and an increase in the long 
term. On the other hand, the analysis of bank efficiency literature is 
central to the growth and long-term sustainability of the banking 
sector, especially in financial crisis period, Chen et al. [18]. There 
has been an abundance of research on the topic (Abreu et al. [19]; 
Aliyu et al. [20]; Bhatia et al. [21]; Lopes et al. [22].

Review on economic freedom

While the impact of economic freedom on the economy in 
general has been studied widely (see, for example, Adkins et al. [23]; 
Bergh [24]; Heckelman [25]) its impact on the Banking sector has 
only attracted the attention of researchers such as Claessens [26], 
Sufian [27], Chortaeas et al. [16] and Gropper et al. 2015, Bjornskov 
[28] and Asteriou et al. [29]. Chortaeas et al. [16]) indicate that 
excessive government interference in the activities of financial 
institutions, as reflected in the low scores of financial freedom 
rates, exercise a negative impact on bank efficiency. There are 

several reasons to think that economic freedom can have a positive 
impact on the behavior of bank sectors, improving their structure of 
results and the efficiency level. In their study, Claessens [26] point 
out that greater economic freedom by allowing new national and 
foreign participants to increase efficiency and allow a wider range 
of products that can improve banking gains. Economic freedom 
also means that banks tend to lend more, since there is likely more 
companies that compete in the economy and there will be a greater 
scope for banks to lend foreign companies and financial institutions 
that guarantee greater diversification in portfolios of bank loans and 
a return trade of higher risk of the banking system. It is also likely 
that greater economic freedom will lead to a better operational 
environment for business and stronger economic growth, resulting 
in a better banking performance measured by profitability and 
stability. In addition, countries with higher levels of economic 
freedom generally have higher levels of real income (Holmes 
et al. [30]), which in turn leads to a greater demand for banking 
services. They also argue that heavy banking regulation reduces 
opportunities and restricts economic freedom. In addition, Blau 
[31] argues that economic freedom reduces regulatory uncertainty, 
promotes free trade and these combined with greater emphasis on 
property rights reduce the probability of market accidents. This 
implies that economic freedom should be positive for both bank 
profitability and stability. A greater degree of economic freedom 
should generally lead to greater competition that can lead to lower 
inflation and a more stable macroeconomic environment. In his 
study, Chortaeas et al. [16] find that from 2000 greater economic 
freedom in 27 of the EU member states is associated with greater 
efficiency of the banking system. In a recent study, Asteriou et al 
[29] obtains that economic freedom has a positive effect on banking 
performance, obtaining a positive relationship between the levels 
of financial stability and the economic freedom of the country. 
Bjornskov [28] examines the impact of economic freedom on the 
risk of crisis and estimates the effects on duration, Pico to Regal 
GDP and the recovery times of 212 crisis in 175 countries during 
the period 1993-2010. The study suggests that economic freedom 
is strongly associated with smaller maximum relationships and 
a shorter recovery time. This implies that it will help increase 
profitability and bank stability. Economic freedom is also examined 
by Lin et al. [32] that focus on how financial freedom shapes the 
effect of changes in banking property in profitability. They find that 
a foreign presence facilitated by financial freedom improves bank 
efficiency. Since greater efficiency results in greater profitability 
and a lower risk of bankruptcy, then it implies that it improves the 
general performance of the banking sector.

Review on CAMELS model: Although a number of studies 
employ macroeconomic determinants to develop early warning 
systems for bank failures (Betz [33]; Mayes [34]; Rebel [35]), 
recent empirical evidence suggests that individual bank financial 
condition is a key driver in distinguishing their performance during 
the recent financial crisis (Berger [36]; Vazquez [37]). A large 
body of literature related to bank failure prediction focuses on the 
supervisory CAMELS indicator set. This is the acronym for capital, 
asset quality, management, earnings, liquidity, and sensitivity to 
market risk indicators, which are generally used by investors and 
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regulators to assess the soundness of a financial institution. Several 
empirical studies also combine CAMELS with additional indicators 
(Cole [38], Altunbas 2011; Betz et al. [33]; Chiaramonte [39]. 
However, there is inconclusive evidence on which variables are 
important in predicting bank insolvencies. Poghosyan [40] show 
that indicators related to capitalization, assets and profitability can 
effectively identify weak banks. Berger [36] showed that capital 
had a positive impact on survival probabilities and market shares 
of small banks. While Mayes [41] indicated that leverage ratio 
outperforms weighted capital ratios on performance. In an attempt 
to receive a final answer as to which variables lead banks to default, 
this study incorporates a wide range of camel-related variables, 
along with various transformations, to identify those with the high-
quality power and provide a ranking among them. In this study, 
following the same philosophy, we use an extended dataset of 
bank-specific variables, testing their explanatory power, following 
the approaches used by (Mesai [42]; Cole [43]). The selection of 
variables is this research is in line with the ratios used in previous 
studies of bank behavior analysis. The C ratio was calculated as 
net capital among net loans (Wanke et al. [44]), the capital quality 
ratio, as deposits among total assets, while for the selection of the 
M variable, Roman [45] were followed. The E variable is measured 
as net income between average total assets (ROAA) (Wanke et al. 
[46]). The liquidity variable was obtained using loans over deposits 
(Rozzani [47]) and risk sensitivity using bank assets among total 
banking system assets (Roman [45]).

Methodology
The DEA models

One of the most widely used methods in assessing the efficiency 
of a set of DMUs (Decision Making Units) is Data Envelopment 
Analysis (DEA). DEA is a non-parametric method which uses 
linear programming techniques to identify an efficiency frontier 
on which only the efficient Decision-Making Units (DMUs) are 
placed. First presented in 1978, and based on Farrell, the first DEA 
model is known in the literature as the CCR model, after its authors, 
Charnes, Cooper and Rhodes. Thus, by using linear programming 
and by applying nonparametric techniques of frontier estimation, 
the efficiency of a DMU can be measured by comparing it with an 
identified frontier of efficiency. The DEA model can be input or 
output oriented. Output-oriented DEA model is channeled towards 
maximizing the outputs obtained by the DMUs while keeping 
the inputs constant, whilst the input-oriented models focus on 
minimizing the inputs used for processing the given amount of 
outputs. The method applied in this paper is DEA for an output-
oriented specification. DMUs are European countries for which a 
number of inputs and outputs are selected. 

Consider a set of n DMUs. Each DMUj (j=1, …, n), uses m 
inputs ( 1, 2,.., )ijx i m= to produce s outputs ( 1, 2,..., .)rjy r s=  The 
specifications of the mathematical programming problem, for a 
given DMU0 are described below, and one problem has to be solved 
for each DMU:
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In the problem above, ϕ is a scalar that ranges between 1 and 
∞. The inverse of ϕ ranges between 0 and 1 and is the technical 
efficiency score. If it is equal to 1, it implies that the DMU0 is 
efficient, if less than 1, the DMU0 is inefficient. Vector λ is a (n×1) 
vector of constants that measures the weights used to compute the 
location of an inefficient DMU if it were to become efficient. The 
model specification under the hypothesis of variable return to scale 
implies the condition of convexity of the frontier. This presumes 
that the restriction N1λ≤1 is introduced in the model, with N1 being 
an n dimensional vector of ones. The absence of this restriction 
would imply that returns to scale were constant. The DEA model 
is relatively simple to estimate but is deterministic and does not 
account for measurement error. The bootstrap approach must 
generally be combined with DEA to obtain statistical properties 
of the efficiency scores. The bootstrap is a computer intensive 
technique based on the idea of mimicking the unknown distribution 
of interest through the concept of resampling from the original 
sample. For more technical details on the DEA bootstrap method, 
see Simar and Wilson 2007.

Tobit regression model and multicollinearity tests

We use the Tobit regression technique to estimate the 
relationship between the efficiency variables according to the 
controlled models and the economic variables that predict 
efficiency. In this analysis, it is necessary to diagnose and control 
the multicollinearity tests using correlation coefficients, inflation 
variance factors and tolerance statistics. Tobit regression model, 
which was proposed by Tobin [48], describes the association 
between a non-negative dependent variable (latent variable) and 
independent variable(s) when the data is censored or truncated. 
The relative efficiency scores, which are obtained from the DEA 
models, range from 0.0 (left-censored) to 100.0 (right-censored). 
Hence, the Tobit model is an effective tool for the second stage of 
DEA analysis, because the data is censored from both the lower and 
upper bounds. The Tobit regression model can be formulated as

*
0 1 1 ...it it k k it itX Xθ β β β ε= + + + +

where 2 *
*

0

0

* 1
~ (0, ) {it it

if
it
otherwise

itN y
θ θ

ε σ θ
< <

=

where β= (β1,…,βk ) is (k x 1), a vector of unknown coefficients 
which determines the relationship between what is a (1 x k) vector 
of independent variables (X1,…,Xk)tr and the latent (unobservable) 
variable *

itθ denotes the relative efficiency scores obtained from the 
DEA models, and εi t is a normally, identically and independently 
distributed error term. In this direction, DEA efficiency scores 
obtained in the first stage are used as a dependent variable in the 
second stage, one side censored Tobit model in order to allow for 
the restricted [0,100] range of efficiency values (Sufian & Noor, 
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2009). The simultaneous use of certain independent variables may 
lead to multicollinearity problems. We carry out two tests to check 
whether there is a potential multicollinearity problem in this study. 
First, we use variance inflation factors (VIFs) and tolerance statistic 
(TOL) to test for multicollinearity. As a rule of thumb, TOL should 
not be close to 0 and VIFs should not be greater than 10.

Data and Variables
The dataset contains individual bank data sourced from 

statements of commercial banks operating in 21 EU member 
countries, as made available through the Bank Scope database of 
Bureau van Dijk. The period under study focuses on the aftermath 
of the 2007 crisis, 2011–2014, which involved a structural break 
for banks. Data have been scrutinized to avoid inconsistencies 
and to obtain a homogeneous dataset with 1588 observations 
García-Gil 2017. Data set of Economic Freedom is obtained from 
Heritage Foundation. The model proposed in this study follows the 
intermediation approach suggested by Berger [49]. Based on this, 
the outputs considered are earning assets (y1), investments in fixed 
and variable incomes in ownership of the entity, and loans (y2), 

the amount of customer loans (Casu [50]; Casu [51]; Chortareas et 
al. [15,16]). In addition, a third output takes into account several 
activities generating incomes from nontraditional banking sources. 
Barth et al. [52] consider this output not to penalize entities with a 
market share derived from non-traditional banking activities. Non-
interest operating income (y3) constitutes an important fraction of 
the profit and loss statement of entities and has been included in 
recent studies (Moradi-Motlagh [53]; Moradi-Motlagh [54]). Other 
studies that agree on the selection of these three outputs are Ayadi 
[55]. As for inputs, the main model includes interest expense (x1), 
expenses derived from borrowed funds representing interest paid 
on any loans; and non-interest expense (x2), expenses assumed by 
an entity that do not form part of the financial expenses such as 
taxes, provisions, etc. (Sturm & Williams, 2004; Moradi-Motlagh 
[54]; Moradi-Motlagh [53]). includes customer deposits (x3), 
which represents the loanable funds; while alternative model B 
adds staff costs (x4), including salaries, allowances, social benefits 
and contributions Table 1. These inputs (x3) customer deposits and 
(x4) staff costs are selected in several recent studies: Chortareas et 
al., [16]; Koutsomanoli-Filippaki [56] and Ayadi et al. [55].

Table 1: Descriptive statistics for inputs and outputs.

2011 2012 2013 2014

Var. Mean STD. Min. Max. Average

X1 1.049.427 3.640.498 0 51.620.000 1.214.152 1.179.721 960.521 843.312

X2 967.157 3.333.943 594 28.507.000 969.312 962.603 971.336 965.379

X3 27.183.558 83.855.893 0 636.879.000 26.250.502 26.763.037 27.413.458 28.307.236

X4 482.491 1.684.685 247 15.248.000 493.683 488.145 473.558 474.578

Y1 65.076.436 213.417.202 12.600 1.961.463.000 68.792.412 66.754.514 61.289.552 63.469.267

Y2 33.501.964 98.001.609 0 750.598.000 34.737.820 33.842.910 32.394.704 33.032.423

Y3 581.811 2.153.745 -85.300 23.955.358 580.171 592.453 585.696 568.925

The input x1 has gradually decreased with an average reduction 
of the interest expense of 30.54% in the period. Moreover, non-
interest expenses, x2, presents a constant trend around 967.16 
million euros, its average level for the period. The positive evolution 
of x3 means an increase of 7.84% of the average customer deposits 
in the period, while in the case of x4 the evolution is negative 
and implies a decrease of 3.87% in staff costs. As for outputs, the 
development of y1 and y2 shows a level decrease of 10.91% and 
6.75% until 2013, respectively. From this year, their levels increased 
again reaching averages of earning assets and loans of 63469.27 
and 33032.42 million euros respectively in 2014. As regards y3, 
the highest revenues from non-interest operations are obtained in 
2012 (mean of 592.45 million euros). Since then, the evolution is 
declining to an average of 568.93 in 2014, representing a decrease 
of 3.97%. The economic freedom index and all its components are 
used to measure the influence of these variables on the inefficiency 
of banking institutions. These variables take values from 0 to 100, 
with the highest values indicating that the economic environment 
and the policies adopted favor economic freedom. Property Rights 
(PR) The property rights component is an assessment of the ability 
of individuals to accumulate private property, guaranteed by clear 
laws that must be fully enforced by the state. It measures the 
degree to which a country’s laws protect private property rights 

and the degree to which its government enforces the laws. It also 
assesses the likelihood that private property will be expropriated 
and analyzes the independence of the judiciary, the existence of 
corruption within the judiciary, and the ability of individuals and 
firms to enforce contracts. 

Government Integrity (GI)

The score for this component is derived from Transparency 
International’s 2011 Corruption Perceptions Index (CPI), which 
measures the level of corruption in 183 countries. The CPI is based 
on a 10-point scale, where 10 indicates very little corruption and 0 
indicates a very corrupt government. This index converts the raw 
CPI data into a scale from 0 to 100.

Government Spending (GS)

This component considers the level of government spending as 
a percentage of GDP. Government spending, including consumption 
and transfers, includes the entire score. 

Business Freedom (BF)

This is a global indicator of the efficiency of government 
regulation of business. The quantitative score is derived from 
a series of measures of the difficulty of starting, operating, and 
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closing a business. The business freedom score for each country is 
a number between 0 and 100, where 100 equals the freest business 
environment. The score is based on 10 factors, all weighted equally, 
using data from the World Bank’s Doing Business study. 

Labor Freedom (LF)

The labor freedom component is a quantitative measure that 
takes into account various aspects of the legal and regulatory 
framework of a country’s labor market, including rules regarding 
minimum wages, laws inhibiting layoffs, severance requirements, 
and measurable regulatory restrictions on hiring and hours 
worked. (Range: 0 to 100). 

Monetary Freedom (MF)

Combines a measure of price stability with an assessment of 
price controls. Both inflation and price controls distort market 
activity. Price stability without microeconomic intervention is the 
ideal state for the free market. The score for the monetary freedom 
component is based on two factors: the weighted average inflation 
rate for the most recent three years and price controls (Range: 0 to 
100). 

Trade Freedom (TF)

A composite measure of the absence of tariff and non-tariff 
barriers affecting imports and exports of goods and services. The 
freedom of trade score is based on two inputs: the trade-weighted 

average tariff rate and Non-Tariff Barriers (NTBs). (Range: 0 to 
100).

Investment Freedom (IF)

The index assesses a variety of restrictions that are typically 
imposed on investment. It follows that the ideal score is 100 for 
each of the restrictions found in a country’s investment regime. 
(Range: 0 to 100). 

Financial Freedom (FF)

Measures independence from government control and 
intervention in the financial sector. High scores indicate high levels 
of financial freedom (Range: 0 to 100). 

Economic Freedom (EF)

Is the fundamental right of every human being to control his 
or her own labor and property. In an economically free society, 
people are free to work, produce, consume and invest in whatever 
they want. In economically free societies, governments allow 
labor, capital, and goods to move freely, and refrain from coercion 
or restriction of freedom beyond the extent necessary to protect 
and maintain freedom itself. It is based on 10 quantitative and 
qualitative factors, grouped into four broad categories, or pillars 
of economic freedom. Each of the ten economic freedoms within 
these categories are rated on a scale of 0 to 100. Table 2 shows the 
descriptive statistics for the EF.

Table 2: Descriptive statistics for economic freedom variables.

2011 2012 2013 2014

Var. Mean STD Min. Max. Average

PR 75,87 16,99 40,00 90,00 75,50 76,10 75,93 75,94

GI 68,20 19,52 34,00 94,00 68,75 67,70 68,18 67,84

GS 27,33 12,81 0,00 63,70 33,66 21,70 26,98 26,52

BF 84,62 9,39 61,40 99,70 84,68 84,67 84,56 83,89

LF 56,79 16,33 31,00 92,10 55,97 55,40 57,90 58,94

MF 80,29 2,79 72,40 83,90 81,30 80,88 79,50 78,88

TF 86,74 1,30 81,80 87,60 87,26 86,76 86,46 87,46

IF 81,02 9,05 55,00 95,00 80,13 80,28 81,84 84,90

FF 70,60 10,42 50,00 90,00 69,92 69,92 71,28 71,28

EF 68,91 6,17 55,41 78,70 69,41 68,10 69,06 69,30

The PR variable shows an increase in its average value at the 
beginning of the period from 75.50 in 2011 to 76.10 in 2012. From 
this year onwards, it decreases by 0.22% and remains stable until 
the end of the period. The maximum value reached by this variable 
is 90.00 and the minimum 40.00. The GI variable shows small 
increases and decreases in its value over the years with a reduction 
of 1.32% in the period analyzed. Its maximum and minimum values 
are 94.00 and 34.00, respectively. The averages of the GS and BF 
variables show a reduction in their levels of 21.21% and 0.93%, 
respectively, throughout the period, while the LF variable begins to 
increase its value from 2012, showing a growth of 5.31% between 
2011 and 2014. The MF variable presents a negative annual 
variation rate of 2.98% in the period. Its maximum and minimum 
values are 83.90 and 72.40, respectively. Similarly, the LCOM 

variable reduces its levels by 5.50% until 2013. From that moment 
on, there is a turning point and it increased by 1.16% in the last 
year. The maximum and minimum values are 87.60 and 81.80, 
respectively. The IF and FF variables show a progressive growth 
of 5.95% and 1.95%, respectively, their average values being 81.02 
and 70.60 in the 2011-2014 period for each of them. Finally, the EF 
variable, which is an average of all the previous variables, presents 
a decrease at the beginning of the period of 1.89%, increasing again 
in 2012 and remaining practically constant until the last year. The 
average value in the period is 68.91, with maximum and minimum 
values of 78.70 and 55.41, respectively.

As can be seen, the values of the averages of these variables 
are quite similar over the years. Likewise, the standard deviation 
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of all of them is lower than their mean, so that the coefficient of 
variation presents values between 0.04 and 0.46, reflecting a high 
representativeness in the mean value of these variables. Table 
3 shows the descriptive statistics for CAMELS model. The C ratio 
presents a positive variation rate every year from a value of 25.22% 
in 2011 to 29.73% in 2014, increasing by 17.88%. The average of 
this solvency indicator during the period is 28.01%. The average 
of the A ratio in the period is 68.94% manifesting an increasing 
trend until 2013, which represents an increase of 2.82%. From this 
moment on, it tends to decrease presenting a reduction in its value 
of 0.40%. With respect to this asset quality indicator, it can be said 
that the entities present low dispersion (variation coefficient 0.29) 
throughout the period, with a maximum value of 141.40% and a 
minimum value of 0%. The variable M experiences a decrease in its 

values from 3.08% in 2011 to 2.55% in 2014. Its maximum value is 
133.33% and its minimum value is 0%. The coefficient of variation 
in the period is 2.00, indicating that the average (2.86%) is not 
representative. With respect to variable E, its maximum value in 
the period analyzed is 21.91% and its minimum value is -34.03%. 
The average of this variable increases every year (except in 2012), 
increasing its value from -0.09% in 2011 to 0.20% in 2014. The 
maximum value of the L variable is 1889.36% and the minimum is 
0%. The average value is 95.43% with a coefficient of variation of 
1.02. Over the years, a reduction in its average values of 4.03% is 
observed until 2013, where there is a change in trend and its value 
increases again in the last year. The behavior of the S variable over 
the period is stable. Throughout the years, its averages do not vary 
and are always 0.25%. Its coefficient of variation is 3.32.

Table 3: Descriptive statistics for CAMELS variables.

2011 2012 2013 2014

Var. Mean STD. Min. Max. Average

C 28,01 55,75 -15,17 825 25,22 27,78 29,3 29,73

A 68,94 20,61 0 141,4 68,01 68,18 69,93 69,65

M 2,86 5,72 0 133,33 3,08 3,01 2,78 2,55

E 0,01 2,61 -34,03 21,91 -0,09 -0,11 0,02 0,2

L 95,43 97,08 0 1.889,36 97,35 96,91 93,43 94,04

S 0,25 0,83 0 7,5 0,25 0,25 0,25 0,25

Results
This section presents and discusses the empirical results of the 

efficiency model. Table 4 shows descriptive statistics for banking 
efficiency scores. The behavior of the average annual inefficiency 
is slightly increasing the first two years, obtaining a minimum in 
2011 with 0.46 and a maximum in 2012 with 0.502. In 2013 and 
2014, stability is maintained. The effects of CAMELS and EF in the 
regression model (year 2014) are shown in Table 5. Note that the 
dependent variable represents inefficiency, so the signs shown 
by the variables must interpret in a contrary to the studies of 
literature that analyze banking efficiency. With respect to economic 
growth, the increase in GDP has a positive coefficient in most cases, 
although it is only statistically significant in model 1. The result 
of the sign of the economic growth coefficient is in line with the 
results of previous studies. Pasiouras et al. [57], in their study of 
95 countries, they find evidence of a negative relationship between 
technical efficiency and GDP growth. Chortaeas et al. [16] argue 

that entities that act in expanding markets can be less efficient 
controlling their expenses. Recently, Birir et al. 2017 find a negative 
relationship between GDP growth and efficiency explaining that 
high GDP growth causes low efficiency. In addition, Yildirim and 
Philippatos 2007 in their study on 12 economies in transition from 
central and east Europe during the 1993-2000 period, conclude a 
positive relationship of GDP growth with cost efficiency but find a 
negative relationship with efficiency in benefits. In contrast, there 
are also a series of studies that have a positive relationship of GDP 
with bank efficiency such as Lozano-Vivas and Pasiouras 2010.

Table 4: Descriptive statistics for inefficiency scores.

2011 2012 2013 2014 Average

Mean 0,46 0,50 0,50 0,49 0,49

STD 0,17 0,19 0,17 0,17 0,18

Min. 0,09 0,08 0,13 0,13 0,08

Max. 0,91 0,88 0,84 0,84 0,91

Table 5: The effect of camels model and economic freedom variables 2014.

Var. (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

C -0,0003** -0,0003** -0,0003** -0,0003** -0,0003** -0,0003** -0,0003** -0,0004** -0,0003** -0,0003**

A 0,0020** 0,0020** 0,0018** 0,0019** 0,0019** 0,0020** 0,0019** 0,0019** 0,0019** 0,0019**

M 0,0155*** 0,0155*** 0,0152*** 0,0151*** 0,0151*** 0,0157*** 0,0151*** 0,0145*** 0,0135*** 0,0151***

E -0,0151*** -0,0154*** -0,0172*** -0,0169*** -0,0168*** -0,0173*** -0,0167*** -0,0167*** -0,0155*** -0,0153***

L -0,0618*** -0,0627*** -0,0656*** -0,0654 -0,0640*** -0,0644*** -0,0671*** -0,0658*** -0,0641*** -0,0636***

S -0

CPIB 0,0105* 0,0087 0,0062 0,0063 0,0052 0,0019 0,0031 0,0069 0,0098* 0,0076

PR -0,0011**
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GI -0,0008**

GS -0,0004

BF -0,0007

LF 0,0012**

MF -0,0045

TF -0,0115*

IF -0,0039***

FF -0,0011

EF -0,0032**

When the models of economic freedom are included in the 
models, it is observed that the coefficients, the signs and the 
evolution in the behavior of the CAMELS system variables are similar 
to those found when the good governance indicators are included. 
PR shows a negative and statistically significant coefficient at 5%. 
This could indicate that the higher the protection of the country’s 
private property, lower, minors are the levels of inefficiency of its 
entities. In the banking sector of the European Union, inefficiency 
has been affected by the country’s property rights in the 2011-
2014 period. Similar results are found in recent studies such as 
Chortaeas et al. [16], which find a high positive relationship at 
the level of 1%, between this indicator and efficiency. Chortaeas 
et al. [16] argue that the entities present in countries with higher 
property rights have high levels of efficiency. On the other hand, 
Pasiouras et al. [57] find a positive relationship of the Government 
Property and Intervention Rights indices in economic activity 
with cost efficiency but find a negative relationship with benefit 
efficiency. The GI variable maintains a negative relationship with 
inefficiency, which could suggest that the higher the perception 
of freedom of corruption, minors will be the levels of inefficiency 
of the entities. This result is consistent with the achievement by 
inclusion of the good governance indicator in the previous models. 
Gaganis et al. [58] find a high positive coefficient at the level of 1% 
significance on efficiency, supporting the results found in this study. 
With respect to the GS variable, there is an absence of statistical 
significance throughout the period, although in most of the years it 
shows a coefficient with a negative sign, which could be interpreted 
as that entities that operate in countries with a higher expenditure 
index of the government, they have a lower inefficiency. The BF 
variable does not show influence on the inefficiency in any of the 
years analyzed although its coefficient presents a negative sign for 
most of them, which could suggest that the greater the business 
freedom of a country, the lower the level of inefficiency of the 
entities. Gaganis et al. [58] in their research obtain a positive and 
statistically significant relationship at the level of 1% between 
freedom of business and the efficiency of the entities. LF presents 
a positive and statistically significant relationship during all years 
with inefficiency, suggesting that the higher the level of labor 
freedom in the country, the lower the levels of inefficiency of the 
entities. The MF variable influences negatively (1%) in inefficiency 
in 2013, suggesting that higher levels of monetary freedom imply 
lower inefficiency. Likewise, the TF variable shows a negative and 
significant relationship with inefficiency in 2014, which could 
indicate that a greater absence of barriers to the country’s trade 
may allow entities to obtain minor inefficiency rates. IF also 

presents a negative and significant coefficient in the last two years, 
which could suggest that the higher the freedom of investment, the 
lower the level of inefficiency of the entities.

The FF variable is no significant relationship with inefficiency 
during the analyzed period, although over the years it shows 
a coefficient with a negative sign. This relationship could be 
interpreted as that entities present in countries with greater 
financial freedom tend to have minor inefficiency rates. Chortaeas 
et al. [16] suggest that the higher the country’s financial opening 
level, the higher the efficiency. In addition, Lin et al. [32] find that 
the foreign presence improves the efficiency levels of entities, 
especially in the case of countries where there is high financial 
freedom. Finally, the EF variable shows a negative relationship 
to the level of significance of 5% with the inefficiency in 2014, 
suggesting that the higher the level of economic freedom in 
the country, the lower the levels of inefficiency of the entities. C, 
measured by the level of institutions’ own resources among net 
loans, shows a decrease in its high significance (1%) on inefficiency 
during the second half of the period studied, reducing it to 10% in 
2013 to recover partially again in the last year (5%). During the 
whole period, the ratio of C to bank inefficiency has ratios close to 
0 and negative, suggesting that the higher the level of capitalization 
of the institutions to be able to cope with the provision of reserves 
and possible risk transactions carried out, the lower the levels of 
inefficiency. In addition, the higher this ratio, the more prepared the 
entities will be to be able to withstand potential financial crises and 
offer their customers greater security against adverse situations.

These results are similar to previous studies that determine 
the relationship between capital ratio and bank efficiency. Most 
of them measure capitalization as the level of own resources over 
the total asset, however, the following authors come to the same 
conclusions. Casu et al. [51] argue in their study on Italian financial 
conglomerates that the higher their capital ratio, the more efficient 
the entities will be. Chortareas et al. [15], on a sample of European 
Union commercial banks, reflect a negative sign of the ratio of the 
capital variable in the regression on banking inefficiency, suggesting 
that higher levels of capital are associated with greater efficiency. 
Chortareas et al. [16], in the second stage of the analysis of a sample 
of commercial banks from 27 Member States of the European 
Union, discover a positive relationship between capitalization and 
efficiency. Similarly, Sufian et al. 2016 find a positive relationship 
between this variable and efficiency in the Malaysian banking 
sector supporting the argument that well-capitalized institutions 
have a lower risk of bankruptcy. However, there are also studies 
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that discover a negative and statistically significant relationship 
between capitalization and efficiency. This is the case of Batir et 
al. [59] which, on a sample of Turkish commercial banks, find a 
negative relation of this ratio with technical efficiency. The A ratio, 
calculated as the deposits among the total asset, has a high positive 
coefficient that reveals a significance of 1% during the whole period. 
This may indicate that the higher this ratio, which measures the 
quality of bank assets, the higher the levels of inefficiency because 
institutions have a greater share of their assets (including loans at 
risk of default) financed by customer deposits.

Similarly, variable M, which represents the quality of the 
management of institutions through interest expenditure among 
total deposits, shows a positive and significant sign over the years. 
For its interpretation it could be said that the higher the ratio, the 
higher the levels of inefficiency of the institutions since this would 
imply higher costs in terms of interest on the deposits with which 
they are financed. These results are in line with Batir et al. [59] 
that use this ratio and find a negative relationship with efficiency 
explaining that, entities that have high expenses may be using the 
inputs in excess and be less efficient. On the contrary, E, which 
measures the profitability of institutions over the average of the 
assets, has a negative and significant ratio at the level of 1% during 
the whole period, although in 2013 it reduced its significance to 
10%. The fact that the relationship between the two variables is 
negative can be interpreted as that the institutions that present 
higher values for this ratio, are more profitable and benefit more 
in the levels of bank efficiency. These results are in line with Ariff 
[60], which find a positive but not significant ROA coefficient 
with efficiency, suggesting that higher profitability tends to be 
more efficient. Košak et al. [61] discover a negative relationship 
of ROAA with cost inefficiency. Sufian et al. 2009 shows a positive 
relationship between the ROA coefficient and the efficiency of the 

Islamic banking sector, indicating that the most efficient banks 
tend to be more profitable. In addition, studies analyzing another 
measure of profitability such as Chortareas et al. [16], obtain a 
positive and statistically significant sign of ROAE on the efficiency 
of entities from 27 Member States of the European Union. Similarly, 
Vu and Nahm 2013 find a positive effect of ROE on the profit 
efficiency of Vietnam’s banks during 2000-2006.

With respect to L, which measures liquidity risk through the 
relationship between total claims on deposits, it presents a negative 
ratio very close to 0 and statistically significant (1%) overall years. 
This implies that entities with high values of this ratio tend to have 
lower inefficiency rates. These results suggest that institutions can 
try to make the most of the funds obtained in order to present a 
lower inefficiency. Coinciding with these findings, Ariff [60] and 
Chortareas et al. [15]. Similarly, Řepková [62], in its study on the 
banking sector of the Czech Republic between 2001 and 2012, 
finds a positive and statistically significant ratio of loans between 
deposits with efficiency. Besides, Košak et al. [61], although they 
do not demonstrate a significant relationship between cost 
inefficiency and liquidity, they get the expected negative sign. 
Finally, the variable S, calculated as the bank assets of an institution 
among the total assets of the institutions of the banking system, 
also reveals a highly significant negative relationship (1%) with 
inefficiency over the period. This could indicate that, the higher the 
risk sensitivity ratio, the lower the inefficiency levels of entities. 
These results coincide with those of Košak et al. [61], those with a 
high significant and negative market share-to-cost inefficiency ratio 
of entities in five new Central and Eastern European Member States 
and the three Baltic States during the period 1996-2006. Grigorian 
[63], in their 1990 study on the banking sector of economies in 
transition, derive a positive relationship from this indicator with 
bank efficiency Figure 1.

Figure 1: Distribution by quartiles of economic freedom.
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After carrying out this analysis by country, if one deepens the 
relationship of EF with inefficiency it is found that countries are in 
the highest quartiles of economic freedom (Ireland, 76.77; United 
Kingdom, 74.54; Finland, 73.57 and Sweden, 72.36), are present 
in the first quartile of inefficiency (0.44; 0,50; 0.38 and 0.48). In 
contrast, most countries in the first quarter of economic freedom 
(Greece, 56.64; Slovenia, 62.68; Poland, 65.09 and Portugal, 63.29), 
are framed in the highest quartiles of inefficiency which shows 
an influence of economic freedom on it [64]. This result coincides 
with the negative relationship explained in the inefficiency models 
previously estimated. As an exception we can find on the one hand 
Denmark, which reaches high values of this variable and inefficiency 
(76.76) and on the other, France and Italy with low averages for 
economic freedom and inefficiency (64.00 and 60.07, respectively). 
Finally, the Nordic countries Finland and Sweden are identified as 
the countries with the greatest economic freedom (Q4 in GI, BF, 
EF). In addition, Sweden excels in quartile 4 of MF and IF, while 
Finland excels in quartile 1 of LF. Other countries to be highlighted 
are the United Kingdom in the fourth quarters of BF, IF and EF and 
Ireland in the last two. Likewise, the average inefficiency levels of 
its banks are in the first quartile. On the other hand, the economies 
in transition together with Greece are in the first quartiles of the 
variables of economic freedom, presenting in turn high levels of 
inefficiency. Specifically, Slovenia and Greece in the first quartile of 
PR, IF and EF, highlighting the latter also in BF and MF. Slovakia and 
Poland have low BF and high LF values, and Poland stands out in the 
last quartiles of MF, IF and EF.

Conclusion
In an arduous economic environment, preceded by the financial 

crisis of 2008 and the subsequent Great Recession, the study on 
the ability of bank managers to cope with the aftermath of the 
crisis and the analysis of the influence that the country’s political 
framework has on banking behavior, are issues of permanent 
interest. Although not unanimous, most studies report that banks 
belonging to countries with quality governments and competitive 
institutions manage their resources with higher levels of efficiency. 
This research contributes to the debate that compares the 
efficiency of European banks during a period of political upheaval, 
from 2011 to 2014, when the aftermath of the Great Recession 
occurred. There is a long succession of studies analyzing European 
banking efficiency and the macroeconomic, institutional, financial 
and bank-specific determinants. However, the evidence contained 
in this article demonstrates the significant influence of economic 
freedom and its dimensions, in addition to CAMELS variables, on 
bank efficiency.

In this sense, this research reports that increases in capital 
requirements and a greater ability to generate profits favors 
bank efficiency. However, there is no consensus on the effect of 
the liquidity ratio. In particular, it is concluded that banks are 
trying to achieve the highest return on available funds to increase 
efficiency. In terms of asset quality, the improvement of deposits 
in total assets has a positive effect on efficiency and the results on 
expenditure show that institutions with high interest charges in 
respect of deposits are less efficient. Close to market risk sensitivity, 

this work confirms the association of a higher commission on 
assets with a lower inefficiency of banks. The study of bank 
efficiency reveals significant differences by country in the sample 
analyzed. Among the least efficient institutions are banks located 
in economies in transition such as Hungary, Denmark, Slovakia, 
Slovenia and Poland. On the contrary, among the most efficient are 
banking systems in Finland, Ireland, France, Spain, Sweden and the 
United Kingdom. In addition, there is an association between the 
distribution of the efficiency of banking systems and the ranking 
according to the economic freedom of the country where they are 
located. In line with the results, the politicians of the economies 
in transition should make an effort to increase the levels in the 
dimensions that define economic freedom and thus, by removing 
institutional restrictions, facilitate the possibility of a more efficient 
banking management.
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