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Introduction
The numerical simulation of surface waves is a special branch of the computational fluid 

mechanics. In its turn, this section is divided into several directions; most of them refer to the 
technical fluid mechanics. All the works devoted to study of interaction of waves with various 
floating and fixed objects, as well as to the behavior of waves in the basins with complex 
bathymetry and shape of coastline, can be also attributed to this direction (see [1]). As a rule, 
the models of such kind do not require very high accuracy of solution or a long-term calculation, 
but their formulation can be extended in order to take into account additional physical effects 
(for example, turbulence), or even to abandon an assumption of potentiality. Such models 
are capable of reproducing the strongly non-linear processes. That group also includes the 
studies of fast local processes, such as wave breaking, interaction of waves with wind and 
focusing of energy leading to rapid increase in wave height. Free waves are very conservative, 
i.e., they change their energy over hundreds and thousands of wave periods. In particular, this 
is true for the processes of nonlinear interactions studied for four wave interactions in [2]. 
The change of energy due to the interaction of waves with wind and the numerous effects of 
wave breaking are also very slow. Thus, to correctly reproduce an evolution of wave field, the 
adiabatic part of the model must be integrated with high accuracy; otherwise, the physical 
processes will turn out to be distorted by approximation errors. At present, high accuracy 
can only be achieved for potential formulations. Since the effects of nonlinearity are weak, 
they can manifest themselves only in the course of a long-term integration over hundreds or 
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thousands of periods of the energy-containing modes. If the scheme 
is not precise, the cumulative effects of nonlinear interactions (for 
example, a downshifting process) can be distorted. Fortunately, the 
potential approximation in most cases turns out to be quite realistic.

From a practical point of view, the most important is the study 
of the statistical properties of sea waves including the statistics 
of rare phenomena. For such purposes the 3-D models based on 
complete potential equations and supplied with the algorithms 
that describe transformation of wave energy and momentum are 
most suitable. In such models it is reasonable to use an assumption 
that the process is periodic in both horizontal directions. It means 
that the process is considered in a small part of a large area where 
the horizontal statistical homogeneity is assumed. A simulated area 
cannot be small, i.e., it should include a wide ensemble of waves of 
various lengths. On the other hand, the region must be sufficiently 
small as compared to the spatial scales of transformation of 
integral characteristics, such as total wave energy. That assumption 
means that an evolution of wave field is considered in time, not in 
space. The spatial variation of the statistical characteristics can be 
estimated by calculations of a fetch based on the phase velocity of 
a spectrum peak. The assumption of periodicity allows us to use 
fourier-transform method for solution.

The simplest way is using an adiabatic version of the model, 
i.e., the simulation of the process with no energy sources or 
dissipation. To carry out the calculations in such a pure form is 
difficult due to the computational instability that occurs because 
of energy accumulation at high wave numbers. To maintain the 
stability, some sort of dissipation should be introduced to remove 
an excess energy. The statistical stationarity can be achieved by 
introducing an appropriate integral energy input that does not 
change the shape of spectrum. However, the complete stationarity 
cannot be maintained because of a slow nonlinear transformation 
of spectrum, widening and shifting of the spectra to low wave 
numbers (downshifting). Hence, this kind of modeling can be used 
for investigation of a nonlinear statistical regime of a wave field 
assigned in the initial condition as a set of linear modes with random 
phases. These calculations make sense because the transformation 
of a linear wave field to the nonlinear one occurs relatively fast. The 
nonlinear features such as sharp crests and gentle troughs, as well 
as the specific probability distribution for wave height develop over 
the time of the order of 100-1000 periods of peak wave (depending 
on the initial nonlinearity of waves).

The simulation of a non-stationary wave regime, in particular, 
the development of wave field under the action of wind and 
dissipation is of our main interest. Unfortunately, these studies are 
severely limited by a lack of understanding of the physical processes, 
in particular, the interaction of waves with wind and wave breaking. 
Those processes are the subject of intensive research, but one can 
hardly say that any reliable parameterization schemes have been 
offered for any of them. The calculation of the energy input can be 
based on miles approach [3-6], connecting Fourier coefficients for 
the surface pressure p and elevation η  (see [7]). The modeling 
of wave evolution is impossible with no parameterization of wave 

breaking [4]. Considering an exact criterion for the breaking onset 
is useless, since the numerical instability in such models arises not 
because of the approach of breaking but because of appearance 
of large local steepness. An acceptable scheme can be based on a 
local highly selective diffusion operator with a diffusion coefficient 
depending on the local curvilinearity of surface [5]. The breaking 
parametrization algorithms are too simple to be considered as a 
final solution of the problem, but they are flexible enough to carry 
out simulation of wave field evolution with reasonable agreement 
with JONSWAP approximation. Note that the numerical simulation 
allows reproducing wave transformation within the time and space 
limits which are orders of magnitude wider than those available 
in the experiments. Overall, the 3D models supplied with the 
appropriate physical algorithms are an excellent tool for studying 
of statistical properties of sea waves. The model should be also used 
for development and validation of new parameterization schemes. 
Such models can be adjusted to the phase-resolving simulation of 
wave regime in small basins with real shape and bathymetry.

A common flaw of all 3-D models is their low performance. 
For example, our first experiment on development of waves under 
the influence of wind, performed with a model, (the number of 
degrees of freedom being of the order of 610 , the number of 
levels for solving an equation for the potential being equal to 40), 
took two months of continuous calculations on a computer with 
speed 2.1GHz. Since it is unacceptable, further steps were taken to 
develop a more economical scheme. Our main efforts were targeted 
at reducing the overall dimension of the problem. Both the dynamic 
and kinematic surface conditions (used as evolutionary equations 
for elevation η and the surface velocity potential ϕ ) contain the 
surface vertical velocity w . By contrast with a two-dimensional 
problem in the conformal coordinates, there is no simple way to 
calculate w  on a 2-D curved surface, so one has to solve in one way 
or another a complete elliptic 3-D equation for the velocity potential 
and extract 2-D w from the 3-D solution for ϕ . The data on the 3-D
ϕ  field is no longer required. Note that an equation for ϕ must be 
solved with high accuracy, so that the solution would take about 
95% of computer time and memory. Such approach seems to make 
no sense. However, it is unlikely that a simple and exact method 
to compute w  without solving an ϕ equation can be ever found. 
Therefore, it was concluded that an approximate approach was to 
be found to solve the problem. This method can be based on the 
analysis of projection of Laplace equation onto a curved surface
( ),x yη . An equation obtained is exact, but it contains both the first 
zϕ and second vertical derivatives zzϕ  of the velocity potential. 

These variables turned out to be closely connected both in 
the physical (grid) and Fourier spaces. The parameters of this 
connection were defined with a 3-D Full Wave Model (FWM). The 
preliminary analysis carried out in terms of Fourier variables did 
not give any well-defined results. Therefore, a first version of the 
closure was formulated for grid variables. The approximation used 
two global variables: the surface variance and the surface curvature 
variance. Finally, a new model (which we also call Heuristic Wave 
Model, HWM) included standard dynamic and kinematic boundary 
conditions and a 2-D diagnostic surface equation for calculation 
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of the surface vertical velocity ( ),w x y . The accuracy of a closure 
method was confirmed by comparison of the results generated 
by the 3-D and 2-D models running at identical setting and initial 
conditions [6]. Despite the fact that the new model turned out to be 
quite suitable for modeling of the statistical regime of a multimode 
wave surface, we were not fully satisfied with the closure scheme 
used. The parameters of the scheme turned out to be slightly 
dependent on global setting of the model. This shortcoming 
was easy to correct, but in general, the suggested scheme could 
not be attributed to local schemes. Therefore, it was decided to 
fall back upon the local parametrization formulated in terms of 
Fourier coefficients for vertical profiles of the velocity potential 
near surface. It turned out that the reason for failure of the first 
of such attempts was insufficient accuracy of calculating the values 
of a second derivative of the velocity potential near surface. In a 
new version of the calculations, the number of vertical levels was 
increased from 30 to 60, while a stretching factor increased from 
1.1 to 1.2. The comparison of the numerical values of the derivative 
with the analytical values showed that the errors of the numerical 
calculation did not exceed 810−  (in comparison with norm).

3-D Full Wave Model (FWM)
This model was repeatedly described in previous publications 

(see for example, [7]), so some details will be omitted here. The 
equations are written in the non-stationary surface-following non-
orthogonal coordinate system:

( ) ( ), , , , , 1x y z tξ ϑ ζ η ξ ϑ τ τ= = = − =

where ( , , ) ( , , )x y tη η ξ ϑ ζ= is a periodic moving wave 
surface. 

( ) ( )2 21 2τ ξ ξ ϑ ϑ ξ ϑ ςη η ϕ η ϕ η η ϕ= − − + + +
 

 ( )( ) ( )2 2 2 2 21 1 3
2

pτ ξ ϑ ξ ϑ ζϕ ϕ ϕ η η ϕ η= − + − + + − −

where ϕ is the surface velocity potential. Laplace equation for
Φ  at 0ζ ≤ turns into the equation

( ) ( ) ( )2 22 2 4ξξ ϑϑ ζζ ξ ξζ ϑ ϑζ ξξ ϑϑ ζ ξ ϑ ζζη η η η η ηΦ +Φ +Φ = Φ + Φ + + Φ − + Φ

The equations (4)-(7) are written in a non-dimensional form 
using length scale L (2πL is a dimensional period in the horizontal 
direction) and gravity acceleration The equations (1) and (2) are 
accepted as the evolutionary equations for elevation and the surface 
velocity potential ϕ , while a diagnostic equation (4) is solved with 
the boundary conditions.

( )
0 :

5
: 0H ζ

ζ ϕ
ζ

= Φ =
= Φ =

Depth is assumed to be large enough to consider a case of deep 
water for all wave modes.

It is convenient to represent in (4) the velocity potential as a 
sum of an analytical (‘linear’) component ( )ϕ Φ and an arbitrary 
(‘non-linear’) component ( )ϕ Φ . The analytical component ϕ
satisfies Laplace equation with the known solution:

( )0 6ξξ ϑϑ ζζΦ +Φ +Φ =

while the nonlinear component satisfies an equation:

   ( ) ( )2 22 2ξξ ϑϑ ζζ ξ ξζ ϑ ϑζ ξξ ϑϑ ζ ξ ϑ ζζη η η η η ηΦ +Φ +Φ = Φ + Φ + + Φ − + Φ  (7)

with the boundary conditions    
 





0 : 0

: 0H ζ

ζ

ζ

= Φ =

= Φ =  (8)

The derivatives of a linear constituent of Φ included in a right-
hand side of (7) are calculated analytically. The method of solution 
combines a second-order finite-difference approximation on the 
stretched staggered vertical grid and a 2-D Fourier-transform 
method in surfaces constζ = . An equation (7) in FWM is solved 
as Poisson equations by TDMA (Tridiagonal Matrix Algorithm) 
method of prescribed accuracy with iterations over the right-hand 
side. The number of iterations depends on a maximum of the local 
surface steepness, and for high steepness it does not exceed three. 
A 3-D model described above is potentially exact, i.e., it can provide 
high accuracy with increase of the number of fourier modes and 
the number of vertical levels. Its only drawback is low performance. 
Below a scheme is suggested which at a cost of minor loss of 
accuracy provides a significantly higher speed of calculation. 

2-D Heuristic Wave model (HWM)
Since ( )0 0ϕ = , an equation (7) for the velocity potential at 
0ζ =  takes the form:

( ) ( )11 2w s w w w swζ ξ ξ ϑ ϑ ζη η η−  = + + + ∆ −    (9)

where 2 2, , ,w w sζ ζ ζζ ξ ϑ ξξ ϑϑϕ ϕ η η η η η= = = + ∆ = + ,

An exact equation (9) contains both the first w ζϕ≡ and second 
wζ ζζϕ≡ vertical derivatives of the potential. It was empirically 
discovered in [6] that those variables are closely connected to each 
other. Firstly, the dependence between wζ and w was constructed in 
the physical space. The pairs of local values ( ),w wζ were generated 
in multiple numerical experiments with FWM. It was found that 
the connection between and cannot be formulated in terms of 
local kinematic and dynamic parameters. Instead, the dependence 
contained two integral parameters: dispersion of elevation 

( )1/2
2σ η= and dispersion of ‘horizontal’ Laplacian ( )1/2

2
L Dσ =  of 

elevation. Finally, a formula ( )Lw w Fζσ σσ= was obtained. The 
approximation for function F  is given in [6]. It was demonstrated 
by comparison of the 2-D and 3-D calculations that such a non-local 
scheme allows us to reproduce multiple statistical characteristics 
of wave field with sufficient accuracy. However, this result did not 
satisfy us, mainly, for aesthetic reasons: The local closure using 
integral parameters (even despite weak dependence on those 
parameters and the overall success of application), is very easy to 
criticize. The previous scheme is inconvenient because it requires 
tuning when changing integral parameters - (however, it can be 
done automatically in the course of modeling). The new scheme 
uses specific features of vertical fourier profiles of the vertical 
velocity component (Figure 1). The randomly chosen vertical 
profiles of fourier coefficients given as a function of  ( ),k l ζΦ : a - for 
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full values of the velocity potential , ( )k l ζΦ ; b  - for the nonlinear 
components  ( ),k l ζΦ  are given in Fig.1. The values are close to the 
exponential function of depth ζ . The values of ,k lΦ on the average 
are two orders of magnitude smaller than the values of 

,k lΦ . As 
seen,  ( ),k l ζΦ profiles look very similar to each other, and they 
have a very simple shape. It is easy to see that the first and second 

vertical derivatives are connected: with increase of a first derivative 
(inclination) of 

, /k lϕ ζ∂ ∂

 the second derivative (curvature) 
( ),k l

ζζ
Φ  also grows. The data obtained with very a high resolution 

over ζ in the vicinity of surface 0ζ =  allows us to suggest that 
the curves  ( ),k l ζΦ  can be approximated by a formula:

            ( ), ,
1exp k
2

k l k lw Aζ ζ ζ Φ =  
 

   (10) 

Figure 1: Examples of randomly selected vertical profiles of fourier coefficients: a–full vertical velocity ( )3
,10 k l ζΦ ; b - a 

nonlinear component of the vertical velocity  ( )7
,10 k l ζΦ .

where ,k lw  are the values of Fourier coefficients for a nonlinear 
component of the velocity potential at the surface 0ζ = . Using the 
relation (10) it is easy to obtain:

( )1
, ,k k l k lw A

ζζ

−= Φ  (11)

where A is a coefficient which formally can depend on indices 
k and l. The connection between ,k k lw and ( ),k l ζζ

Φ is shown in 
(Figure 2).

A coefficient A is defined by comparison of ,k k lw and ( ),k l
ζζ

Φ
values calculated in the course of long-time numerical experiments 
with 3-D FWM. The resolution was equal to 513 257× modes and 
1024 512× knots; the number of levels was to 60, with a stretching 
coefficient 1.20.γ =  The depth was equal to 4π ; the thickness of the 
lowest level was equal to 2.0958, while the thickness of an upper 
level was 0.0017, which provided sufficient accuracy of calculation 
of derivatives of the velocity potential in the vicinity of surface. The 
initial conditions for elevation and surface potential were generated 
with JONSWAP spectrum for the inverse wave age equal to 1 (see 
[8]), and for the peak wave number equal to 20. The small energy 
input was compensated by dissipation (see description of the 
algorithms for input and dissipation in [5]), so the dynamic regime 
was close to stationary in a statistical sense. The integration was 
performed for a period 10,000t∆ = which corresponds to 2,757 
peak wave periods. For evaluation of dependence ,k k lw on ( ),k l

ζζ
Φ

as many as 13,052,215 pairs of vertical velocity and its vertical 
derivatives were used. The averaging was done over ( ),k l

ζζ
Φ  by 

200 bins. An averaged curve is shown in Figure 2 by a thick line 
overlapped by a straight line:

Figure 2: Dependence of fourier coefficients for the 
nonlinear surface vertical velocity multiplied by 

wave number ,k k lw
 
on Fourier coefficients for vertical 

derivative of the nonlinear vertical velocity ( )
,

.
k l

ζζΦ   
The line averaged over all the data coincides with 
the approximating straight line (Eq. (11)); they are 
shown by a single thick line, while the thin lines 

indicate dispersion of data. A dashed curve shows 
the probability distribution for ζζΦ  normalized by its 

maximum value.
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( ) ( ),,k 1.000 0.0004 k lk lw

ζζ
= ± Φ      (12)

According to (Figure 2), the variables investigated are 
connected linearly, and the parameter A in (11) is a constant. Thin 
lines show the scatter of data relative to dependence (12). The 
scatter grows with an increase of ( ),k l

ζζ
Φ , its averaged value being 

equal to 0.0001. The relation (11) can be used for elimination of wζ

from an equation (9), which finally can be represented in terms of 
Fourier components as follows:

( ) ( )( )( )11
, ,

,
1 2

k

i
i
k l k l

k l

Aw w s w w w swξ ξ ϑ ϑ ζη η η−+ = + + + + ∆ −
 (13)

The equation is written in a form convenient for iterations. 
The upper index corresponds to the number of iterations. The grid 
variables , , , ,s wξ ϑ ζη η η∆  and Fourier coefficients for ,/ k, k lA w
variables during iterations remain constant.

A variable w  is not included in equations (2), (3) and (9). 
Therefore, it makes sense to check how accurately the total vertical 
velocity w w w= +   is calculated. An algorithm based on (13) was 

inserted in 3-D FWM, which made it possible, when solving the 
evolutionary problem, to compare the local values of the total 
vertical velocity calculated by two different methods based on 
equations (4) and (13). This comparison is shown in (Figure 3) 
where Fourier coefficients for full vertical velocity calculated with 
2-D HWM ( ),

H
k lW and with 3-D FWM ( ),

F
k lW  are compared. A solid 

line corresponds to two coinciding curves: one curve is calculated 
over all data with bins 51.5 10w −∆ = ⋅ and another one is a straight 
line approximated by the linear function:

     ( ), ,1.0202 0.0003H F
k l k lW W= ±   (14)

The root-mean-square difference between 
,
H

k lW and ,
F

k lW
is equal to 510− . The number of pairs ( ),H FW W used is equal to 
13,052,215. A dashed curve describing probability distribution 
for ,

F
k lW shows that maximum values of the vertical velocity fall to 

the range ( ) 41, 1 10−− + ⋅ . Figure 3 proves that the surface vertical 
velocity w  (which is a single study object) is calculated in HWM 
quite satisfactorily.

Figure 3: Comparison of individual values of fourier coefficients for full vertical velocity calculated with 2-D HWM 
( ),

H
k lw  and with 3-D FWM ( ),

F
k lw . A thick line shows coinciding of the averaged over bins curve and the approximation 
[14]. A dashed curve shows probability distribution for ,

F
k lw .

Comparison of HWM and FWM
A 2-D model developed is not intended (or at least not tested) 

for direct modeling of individual processes such as wave breaking, 
but rather for studying of the statistical regime of a multimode wave 
surface in a region that includes hundreds and thousands of waves 
for stationary or variable regimes. The reliability of the results 
reproduced by the model is proved below by comparison of some 
statistical characteristics obtained by parallel calculations with 
FWM and HWM at the same initial conditions, identical algorithms 
for parameterization of the physical processes and the same 
parameters. The only difference between the models is the way in 
which the vertical velocity on the surface is calculated: in FWM the 
values of the vertical velocity are derived from the solution of a 3-D 
equation for the velocity potential (4), while in HWM the vertical 
velocity is found by solving a 2-D equation (13).

The calculations over 10,000 time steps were done for the 
quasi-stationary regime. The parameters of setting are described 
in Section 3. The data used for estimation of the coefficients 
in (14) were not used for comparison. The spectra of different 
characteristics are shown in Figure 4. The 2-D variables were 
transferred from the rectangular ( ),k l  to polar ( ), rφ coordinates 
(φ is angle, ,0k

r k=  is radius) and then summated over the angle. 
Grey curves illustrate the variability of the spectra. Since the spectra 
obtained with FWM and HWM models coincide with each other up 
to the line thickness, they turn out to be indistinguishable in the 
linear scale. All data show that the spectra for FWM and HWM are 
very close to each other. The absolute difference between them 
(shown by dotted curves) is two orders of magnitude less than the 
compared values.
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Figure 4: Spectra of different characteristics obtained in identical runs with FWM and HWM. Grey curves in all 
panels represent 85 spectra; each of them is obtained by averaging over 10 cases. Thick curves are the spectra 

averaged over all 850 cases. All thick curves are the superposition of two curves calculated by FWM and HWM. The 
absolute difference between the averaged spectra is shown by dotted curves. Panel 1 represents the spectrum of 

elevation η ; 2 is the vertical velocity: two upper curves represent the spectra and difference for full vertical velocity 
w ; two lower curves are the same for a nonlinear component w ; 3 is the spectrum of inclinations ξη ; 4 is the 

input energy spectrum; 5 is the loss of energy due to breaking (with an opposite sign); 6 is the spectrum of energy 
variations due to nonlinear interactions.

Panel 1 shows the spectrum of elevation η . Since the quasi-
stationary regime is supported, the variability of spectrum (grey 
noise) is small. Panel 2 contains two pairs of curves: two upper 
curves represent the spectra and difference for full vertical velocity 
w ; two lower curves are the same for a nonlinear component w

. The absolute difference between the spectra for FWM and HWM 
(dotted curves) can be demonstrated only in the logarithmic scale. 
On the average, the values w  are two orders of magnitude larger 
than the values w , which confirms that w  is a small correction 
of a linear component of the vertical velocity w . The spectrum of 

inclination (panel 3) and the spectrum of energy input (Panel 4) 
also confirm high agreement between the data obtained with FWM 
and HWM. The spectra of energy change due to wave breaking 
(Panel 5) demonstrate high variability of that process (which seems 
to be realistic), but the averaged effect of breaking is also similar in 
both models.

The most interesting is the data on spectrum variations due to 
the nonlinear interaction (Panel 6). The scatter of the data averaged 
over 10 cases (grey curves) exceeds the averaged spectra by two 
orders of magnitude. This effect discovered earlier [7] is explained 
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by small but fast variations of wave mode amplitudes due to the 
reversible nonlinear interactions. In Hasselmann’s theory those 
variations are eliminated by averaging over an infinite set of phases, 
resulting in a residual spectrum change similar to that shown by a 
thick line for both models. The shape of this curve agrees with the 
existing views: the energy decreases at a high-frequency slope of 
wave peak and increases at a low-frequency slope of wave peak. 
Thus, the process of downshifting arises. This process is not 
reproduced in our calculations because of an insufficient period of 
integration. In general, the spectrum data confirms that HWM gives 
spectral results similar to those obtained with FWM. Below is given 

a comparison of two models, taking more sensitive characteristics 
as an example, i.e., the first four moments of the elevation and 
vertical velocity fields.

The comparison of probability distribution of the first moments 
for elevation field is given in Figure 5. The curves describing the 
probability distribution for the moments calculated in HWM and 
FWM practically coincide. The difference between them is shown 
in the logarithmic scale with a dotted line. As can be seen, an error 
in reproducing the moments of elevation field is approximately two 
orders of magnitude smaller than the typical values of the moments 
themselves.

Figure 5: The probability distribution for the moments of elevation field: Panel 1 - η ; 2 - 2η ; 3 - 3η ; 4 - 4.η  Black 
curves calculated with HWM are superimposed with a red curve calculated with FWM. Dotted lines show absolute 
difference between the moments corresponding to HWM and FWM. The total number of values used for every curve 

is equal to 519,045,921.

In our opinion, the most important verification of HWM is 
comparison of the moments of vertical velocity, which in fact is the 
object of parameterization. This comparison is given in Figure 6. 
Note that the high-order characteristics presented are extremely 
sensitive. They are calculated with FWM after solving a complicated 
3-D equation (7), while with HWM the same is obtained with a 
simplified scheme based on a 2-D equation (13) for vertical velocity. 
The data for the first and second order moments of w coincides 

with very high accuracy/. It is seen that for all other moments up 
to the probability of 5 410 10− −−  the agreement is also high. The 
probability of small values of the third and fourth order moments is 
underestimated. It is very difficult at present to discuss the reasons 
for that effect, but it definitely deserves further analysis. Note that 
comparison of different 3-D models is not very popular, especially 
for such complicated characteristics as spectra of different variables 
shown in Figure 4, and the statistical moments in Figures 5&6.
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Figure 6: The probability distribution for the moments of vertical velocity field: Panel 1- w ; 2- 2w ; 3- 3w ; 4- 4.w  
Red curves are calculated with HWM, while black curves are calculated with FWM. Dotted lines show absolute 

difference between the moments corresponding to HWM and FWM. The total number of values used for every curve 
is the same as in (Figure 5).

Discussion
The 3-D models based on the initial potential equations are 

perfect tools for investigation of physics and statistics of waves. Such 
models can be used as laboratories for study and parameterization 
of the physical processes associated with transformation of 
momentum and energy [5,7]. The only drawback of such models 
is their high complexity and low computational efficiency. Those 
shortcomings sometimes result in sheer impossibility to carry out 
multiple and detailed calculations of evolution of the multimode 
wave field. Over the past ten years the author has undertaken 
repeated efforts to speed up the numerical procedure. The proposed 
schemes were intended to correct obvious clumsiness of the direct 
approach: A three-dimensional equation for the velocity potential 
was solved only to calculate the two-dimensional surface velocity 
field, which was then used for time step with equations for elevation 
and surface potential. To prevent instability, the vertical velocity 
must be calculated with high accuracy, i.e., with sufficiently high 
vertical resolution. To avoid this difficulty, at the stage of calculating 
the surface velocity it turns out to be convenient to represent it as a 
sum of a linear component that formally satisfies Laplace equation 
with the given velocity potential on the surface and as a deviation 
from it which is equal to zero on the surface [7]. An equation for 
such deviation can be obtained by projection of Laplace’s equation 
onto a curved surface. Naturally, a resulting equation, in addition 
to the vertical velocity, contains its vertical derivative. Thus, the 
problem of establishing a relationship between those variables (i.e., 

a closure problem) arises. A first version of the closure scheme [6] 
was suggested for physical (grid) variables. The scheme included 
two global coefficients: the averaged potential energy and the 
averaged curvature. The calculations proved that with a proper 
choice of those parameters (which are updated during calculation), 
the model describes the statistical structure and evolution of wave 
field very well. However, we were not completely satisfied with that 
result, since the method based on local variables only, seemed more 
suitable. 

A second closure scheme developed in the current paper is 
based on consideration of vertical profiles of Fourier coefficients 
for the three-dimensional velocity potential field (Figure 1). It was 
found that all those profiles in close vicinity of the surface had a 
shape well described by a simple formula (10). The only coefficient 
in such formula 1.07A =  is determined on the basis of the 
extensive 3-D results obtained with a high-resolution 3-D model. 
After closing a surface equation for the velocity potential contains 
a single unknown variable, i.e., the vertical velocity. An equation 
[13] is solved by iterations. The comparison of the vertical velocity 
calculated with 2-D and 3-D models and equations (13) and (7) 
proves their high agreement (Figure 3). The applicability of a new 
scheme was proved by comparison of the 1-D spectra for different 
kinematic and dynamic characteristics calculated by averaging over 
the entire period of calculations with FWM and HWM (Figure 4). 
Despite the considerable scatter, all the averaged spectra coincide 
with the accuracy up to the line thickness. The similar accuracy was 
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demonstrated for very sensitive characteristics, i.e., the first four 
moments of surface elevation (Figure 5). Even more sophisticated 
characteristics, i.e., the moments for the surface vertical velocity 
(which is the object of parameterization) also confirmed 
satisfactory accuracy (Figure 6). Some deviation of the 2-D results 
is observed for small values of the 3-d and 4-th moments. In general, 
the data presented shows that the proposed approach deserves 
further improvement and testing. In particular, some data shows 
that a coefficient A  in (11) can be a weak function of the spectral 
steepness of each mode , ,k Ak l k l where k and A are the modulus of 
wave number and amplitude.
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