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Opinion
Surgical education is an eternally evolving field with continuous integration of novel 

teaching techniques. The traditional concept of ‘see one, do one, teach one’ has naturally 
evolved into a more complex dynamic involving multiple bidirectional interactions between 
student and mentor [1]. As surgical procedures evolve quickly, even practicing physicians 
will require methods of learning that can satisfy their learning objective in the most practical 
way possible. This was traditionally achieved through conferences and workshops done 
in various locations, with surgeons travelling to participate. COVID 19 brought all the in-
presence meetings to an abrupt halt, forcing innovative techniques and teaching platforms 
to be implemented allowing immersive and interactive learning models in surgical training 
while maintaining social distancing [2]. The interruption in physical presence during surgical 
teaching allowed us to examine the traditional model in place. For established surgeons, 
travelling to learn new surgeries forced them to take time off their practice as well as limited 
the ability for follow up and obtaining feedback on their newly acquired skill set [3]. Using 
virtual reality (VR) to achieve telepresence seems like a natural solution. Traditionally VR 
is used extensively in the consumer environment and mainly in the gaming industry. It has 
gained a popular reputation for its immersive experience and its ability to simulate realistic 
environments. Recently it has been more commonly used to teach basic or procedural surgical 
skills, with a demonstrated efficacy in improving skillset [4]. 

Our experience

In our high volume center, we perform over 1000 robotic radical prostatectomies a year 
by one expert surgeon so it seems natural for us to investigate an alternative and efficient 
method of broadcasting the surgeries. Our surgeon streamed a total of 10 cases over a 3 day 
period using a peer-peer experience collaboration platform allowing attendees to view a live 
3D stream of an operating room [5]. A streaming cart was installed in the observation room 
near the performing surgeon and it was connected to the surgeon console, receiving visual 
feed from it. A small microphone was also installed on to the robotic console to receive audio 
input from the performing surgeon. This cart (the host computer) streamed both the audio 
and visual input to VR headsets that were used remotely by the attendees. The microphone 
built into the headsets was used to allow the attendees to converse with the performing 
surgeon in real-time and the audio feedback was played through the cart and not directly 
into the surgeon’s ear. The audio feed from any headset was also heard by all attendees 
which creates a potential forum for live case discussion if need be. The video captured in 
3D from the robotic console was then streamed as a 4K stereoscopic video with a bit rate 
of 10Mbps and a resolution of 4096x2048 [6]. The streaming cart was connected to the 
internet via ethernet, while the VR headsets were connected to the internet using the local 
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Wi-Fi connection available to each attendee. Different networks 
were used to connect to the internet on all devices (hospital local 
network, mobile phone hotspot, personal Wi-Fi network at home). 
We transmitted the surgery to a total of 6 different locations with 
7 attendees at different locations on the hospital premises and 2 
attendees at home.

The transmission was a stereoscopic 3D video of the expert 
surgeon performing the surgery in real-time and his live instruction 
to surgeons who were wearing the VR headset. The image feed 
was an identical view of what the performing surgeon was seeing 
in the robotic console. The audience were able to manipulate the 
images and adjust the size and graphics to suit them for optimal 
viewing. During the case, the observers were able to send questions 
and comments about the procedure clearly with minimal to no 
lag whatsoever and the performing surgeon was able to hear and 
respond to them in real-time. A survey was then carried out on 
the attending surgeons to gain feedback on their experience. They 
stated that they were able to engage more interactively and observe 
a more global view of the surgery than if they were present (due to 
limitation of number of consoles). They were able to simultaneously 
observe all maneuvers done by the surgeon on the console as well 
as the movement of the robotic arms within the patient.

The interactive experience allowed them to feel more engaged 
than in conventional live surgery streaming they were more 
accustomed to. From a technical aspect, the lag in transmission 
was perceived as minimal, so the live feed felt instantaneous to 

the observing surgeons. All surgeons were able to clearly hear and 
see all procedures performed. The performing surgeon also noted 
a smoother experience in surgery with minimal interruptions to 
discuss points (since attendees can see all aspects of the surgery). 

Why use this technology?

During the COVID 19 pandemic, surgical education was 
impacted negatively [7]. With social distancing protocols in place 
globally, surgeons could not attend cutting-edge surgery to learn 
and adapt new techniques and as a result optimize patient care. 
Virtual and augmented reality present themselves as a natural 
alternative to in-person surgical education. This experience was 
previously tested in conventional orthopedic surgery with positive 
feedback [2]. Using VR to observe robotic surgery has a unique 
advantage over traditional surgical observation in that observing 
physicians can see the exact image the performing surgeon sees [8]. 
These benefits of VR can be combined with the benefits of surgical 
tele-mentoring, allowing the observing surgeons an optimal view of 
the surgery while speaking directly with the expert surgeon.

Another advantage and application of such technology is live 
mentoring in complications. An experienced remote surgeon could 
potentially guide another surgeon during a challenging case or 
while managing a complication. In this scenario, the same expert 
could potentially cover multiple streaming locations in a matter of 
hours from one location as well as reach surgeons in remote areas 
with the lack of surgical expertise on an urgent basis. 

Further testing

Figure 1: Representation of the setup while performing the surgery.
A.	 Direction of audio and visual transmission between surgeon and observer. 
B.	 View of observers near the streaming cart.
C.	 Surgeons in different OR observing the surgery.
D.	 Positioning of cart with respect.
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Some limitations of this initial project lie in the small group of 
surgeons attending this first case. We still need a larger sample size 
and further locations (e.g., multiple cities and countries) to make 
generalizable conclusions on the practicality of this technology. 
In addition, the streaming quality requires adequate network 
structure to support the live feed without delay, limiting remote 
observers’ attendance to those with access to adequate internet 
speeds. For example, attendees on the hospital network had more 
obstacles to connect to the local network than attendees at home or 
on a personal hotspot network. However, some groups described 
remote robotic procedures using 5G connections with satisfactory 
outcomes. We believe that 5G and next generations of mobile 
internet upgrades will overcome the delays [8]. We believe that 
using commercially available virtual reality tools is a feasible option 
to transmit and teach surgical techniques in robotic surgery (Figure 
1). The technology is a financially viable alternative to traditional 
in-person surgical observation and can potentially reach several 
surgeons from different places simultaneously. However, this is 
an initial trial and experiences with a larger number of attendees 
streaming to various networks and locations need to be done to 
assess and solidify it as a universal option.
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