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Introduction
Aiming at the current problems of environmental pollution and unfavorable recycling 

of renewable resources caused by incineration disposal of municipal solid waste, China 
accelerated the implementation of garbage classification system since July 2019, and planned 
to basically establish garbage classification and treatment systems in cities at or above 
the prefecture level across the country by the end of 2025. Although China has paid great 
attention to the classification and recycling of municipal solid waste, there are still many 
problems in the process of garbage classification and recycling, including the complexity 
of the types of waste involved, low profits from secondary sorting, and the lack of garbage 
classification knowledge among citizens. At present, the means to solve such problems in 
China is still manual classification, which is time consuming, inefficient and not conducive 
to supervision [1]. In foreign countries, the categories of garbage classification are finer and 
the legal system is more perfect. For example, Japan [2] classifies garbage into combustible 
garbage, incombustible garbage, bulky garbage, resource garbage, hazardous garbage and 
other garbage, and there are strict requirements on the disposal methods and disposal time 
for each type of garbage. With the development of science and technology, some intelligent 
means have been gradually adopted to replace manual classification in dealing with garbage 
classification problems. Image recognition and processing technology, which has always been 
a hot research direction for domestic and foreign scholars, is one of the important methods to 
realize automatic garbage classification.

At present, some foreign scholars have begun to introduce image processing and machine 
vision technology into garbage classification and carried out related research. For example, 
Wawan Setiawan et al. [3] adopted the Scale-invariant Feature Transform (SIFT) algorithm to 
classify organic and inorganic substances in household waste. This algorithm can maintain 
a relatively high recognition accuracy when the viewing angle, brightness, scale and other 
changes in the sample image are processed by locating feature points. However, this algorithm 
can only recognize relatively similar garbage.

Once the variety of garbage increases, the recognition accuracy will decrease greatly. 
In addition, it is difficult to manually extract different features of garbage with complex 
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training time is reduced and the model learning ability is improved. Combined with the characteristics of 
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iteratively optimize the training set and the pictures in the training set are classified into five categories: 
glass, paper, cardboard, plastic and metal. The experimental results show that compared with other 
neural network structures, the classification accuracy of the improved ResNet50 proposed in this paper 
reaches 95.19%, and the network degradation problem caused by deepening the network layers is also 
avoided.
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shapes by using traditional image processing methods. Therefore, 
the recognition rate by using traditional image recognition 
methods has always been low. With the arrival of the era of 
artificial intelligence, deep learning [4] has led to the third wave 
of artificial intelligence development. Since deep learning can 
automatically extract complex features from pictures, research 
on garbage classification has also shifted from traditional image 
processing methods to deep learning. For example, Stephenn et 
al. [5] used the Mobile Net neural network structure to classify 
common household waste into six categories. After testing, the 
recognition accuracy reached 87.2%, but there was still room for 
improvement in terms of recognition accuracy. Therefore, aiming 
at several common recycled waste, this paper combines deep 
learning and image recognition processing technology to study 
the image classification and recognition method of recycled waste 
based on deep residual neural networks, and proposes an improved 
ResNet50 neural network structure. The network model can 
automatically extract features of various waste for learning, which 
improves the accuracy of classification and recognition of recycled 
waste. Currently, the mainstream deep neural network structures 
widely used include Alex Net [6] proposed by Hinton et al. [7] in 
2012, VGG Net and Google Net [8] proposed in 2014 to increase 
the depth based on Alex Net structure, Res Net [9] proposed in 
2015 to solve the problem of gradient disappearance caused by 
increasing the depth of deep neural networks, and the lightweight 
networks Shuffle Net [10] and Mobile Net [11] proposed later for 
running AI on embedded devices. This paper adopts an improved 
Res Net neural network model. Compared with other models, the 
Res Net network structure has deeper layers (which is beneficial to 
improve network performance) and lower parameter volume. For 
the recycling of waste images with complex and diverse categories, 
using other network structures is prone to overfitting, while Res 
Net can effectively prevent overfitting due to the introduction of 
residual learning units. There are three mainstream structures of 
Res Net: ResNet50, ResNet101, and ResNet152.

The improved ResNet50 network structure proposed in this 
paper belongs to the 50-layer residual network structure. The 
50-layer deep residual network was selected because it is simpler 
than the 101-layer and 152-layer structures, with faster iteration 
speed. According to the results of Res Net on ImageNet, the 
differences in Top-1 err. (Top-1 err. refers to the largest probability 
value representing the correct content) and Top-5 err. (Top-5 err. 
means one of the top 5 largest probability values represents the 
correct content) among the three structures are small. The training 
speed of ResNet50 has also been continuously improving in recent 
years. The latest research shows that Sony trained the ResNet50 
model in just 224 seconds [12], which will most likely make it easy 
to transplant to embedded devices like lightweight networks in the 
future, which is more conducive to the application of algorithms.

Construction of deep residual neural network model 
based on Res Net50

Deep residual network structure: Before the proposal of 
residual neural networks, experts in related fields generally believed 
that increasing the number of convolutional neural network layers 

is very effective in dealing with multi-classification and highly 
nonlinear problems. However, excessively deep network structures 
will inevitably lead to problems such as gradient disappearance 
(explosion), network degradation, and poor training results. To 
solve these problems, Res Net introduces a residual network 
structure [13] (Figure 1). This structure uses identity mapping to 
directly transmit the output of the n-1 layer to subsequent layers 
instead of just as input to the nth layer. This residual jump structure 
does not produce additional parameters, but also allows the depth 
of neural networks to be designed deeper, while preventing the 
learning accuracy from decreasing after superimposing multiple 
network layers.

Figure 1: Network structure of residual.

The design of the residual network structure is the key point of 
the entire ResNet50 network. In addition to the forward propagation 
in the previous deep convolutional neural networks, the structure 
directly transmits the input across one or more layers to the output 
as the initial result, and the initial result is the algebraic sum of the 
original input 𝑥 and the residual, F(𝑥 ), i.e. F(𝑥 )+𝑥 . Therefore, the 
learning goal of ResNet50 is no longer to learn a complete output, 
but to transform it into the difference between the initial result and 
the input. In this way, fitting the residual is used instead of fitting 
the entire output. Based on this residual network structure, we can 
design the depth of neural networks deeper. The residual network 
structure in Figure 1 can be described by the formula:

{ }( ), iy x W xF= +             (1)

In formula (1), the dimensions of must be the same as. If 
not, linear projection needs to be performed first to match the 
dimensions of the shortcut connection and formula (1) is processed 
as:

{ }( ), i sy x W W xF= +                 (2)

For recycling waste images, even for the same type of waste, such 
as plastics, plastic products are dazzling, with different shapes. The 
neural network model used to classify and identify plastic products 
based on images must also have a high degree of nonlinearity, and at 
the same time avoid problems such as gradient explosion, gradient 
disappearance, and model degradation while deepening the neural 
network. Therefore, the residual structured neural network used in 
this paper to classify waste is a good method.

ResNet50 neural network structure: Since the 8-layer Alex 
Net network in 2012 to the 19-layer VGG Net in 2014, and then 
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in the past few years, CNNs [14] have been developing towards 
deeper network depths. But simply increasing the number of layers 
of an ordinary CNN often brings many problems. In 2015, using 
residual network architecture, Kaiming He [15] from Microsoft 
Research Institute and three other Chinese trained an ultra-deep 
152-layer neural network, with higher model accuracy and lower 
model parameters than ever before. Two types of residual network 
structure modules are used in the Res Net [16] network structure. 
The first one concatenates two 3×3 convolution layers as a residual 

network module, and the other concatenates three convolution 
layers of 1×1, 3×3, 1×1 as a residual network module, as shown 
in Figure 2. This module can expand or reduce the feature map 
dimension through the 1×1 convolution layer like Inception, so that 
the number of filters in the 3×3 convolution layer is not affected by 
the input of the previous layer, while not affecting the next layer. 
Among them, the ResNet50 network structure is implemented by 
stacking the above two residual network modules together (Table 
1).

Figure 2: Two-and three-layer residual network modules.

Table 1: Res Net50 and improved Res Net50 network structure.

Group Name Output Size ResNet50 Improved ResNet50

Convolutional Layer 1 112×112 7×7, 64, stride 2 6×6, 128, stride 2

Max Pooling Layer 56×56 3×3, stride 2 3×3, stride 2

Convolutional Group 2 56×56

 

1 1,
3 3, 3
1 1,

×  64 
 ×  64 × 
 ×  256 

1 1,
3 3, 3
1 1,

×  64 
 ×  64 × 
 ×  256 

Convolutional Group 3 28×28

1 1,
3 3, 4
1 1,

×  128 
 ×  128 × 
 ×  512   

1 1,
3 3, 4
1 1,

×  128 
 ×  128 × 
 ×  512 

Convolutional Group 4 14×14

 

1 1,
3 3, 6
1 1,

×  256 
 ×  256 × 
 ×  1024 

1 1,
3 3, 6
1 1,

×  256 
 ×  256 × 
 ×  1024 

Convolutional Group 5 7×7

 

1 1,
3 3, 3
1 1,

×  512 
 ×  512 × 
 ×  2048 

1 1,
3 3, 3
1 1,

×  512 
 ×  512 × 
 ×  2048 

Average Pooling Layer 7×7 5-dimensional, softmax 5-dimensional, softmax

Optimization of Res Net 50 structure and algorithm

Forward propagation algorithm of Res Net: When using the 
Res Net network for learning, like an ordinary convolutional neural 
network, it also follows the principle of building a model through 
forward input propagation and optimizing parameters through 
error backpropagation. When inputting forward propagation, 
L2 regularization (weight decay) is considered to control the 
complexity of the model and solve the overfitting problem. L2 
regularization adds a regularization term based on the original 
objective function to “punish” models with high complexity. The 
optimized objective function to be optimized is:

( ; , ) ( ; , ) ( )J X y J X yω ω α ω= + Ω               (3)

Now the minimum value of the objective function 𝑱 is required.
Where 𝒙 is the training sample, y is the training sample label, ω is 
the weight coefficient, and the parameter α adjusts the intensity of 
regularization. Ω(ω) is the “penalty” term, taking the L2 norm as:

2 2
2

( ) = i
i

ω ω ωΩ = ∑                 (4)

Through L2 regularization, smooth weights can be generated, 
minimizing the model weight coefficient ω, and restricting the size 
of the norm to limit the model space, thereby avoiding overfitting 
to some extent. In addition, in the learning process of the Res 
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Net neural network module, only the residual is learned (fitted). 
Experiments have proved that compared with ordinary CNN, it can 

adapt to deeper network structure models and has higher learning 
efficiency (Figure 3).

Figure 3: ResNet50 neural network propagation structure.

Backpropagation algorithm of Res Net: The training 
efficiency of residual networks will be improved in the model of 
deep network structures, which is related to its backpropagation 
algorithm. Res Net [17] takes ReLu as the activation function, which 
converges faster in iterations than other activation functions and 
does not have the problem of gradient diffusion; it takes cross-
entropy loss as the loss function because the logarithmic function in 
it considers the proximity of the prediction and is a more accurate 
way to calculate errors. Its expression is:

ˆ ˆ( , , , ) ( log (1 ) log( ))J W b x y y y y l y= − + − −             (5)

Where: y is the true label of the data, ŷ is the predicted label of 
the data. The process of backpropagation is to find suitable weights 
W and biases b to minimize the function in formula (5). We use 
gradient descent method [18] to find the optimal solution of the 
function. The output of layer 𝑙 in the network is equal to the sum of
the normal output Z𝑙  of layer 𝑙 network and the input a𝑙 -1 of layer 𝑙 -1
network and then passed through the activation function. Starting 
from the propagation of errors backpropagated from layer l to layer 
𝑙 -1, consider a fully connected layer. The output layer 𝑙 calculation
formula of Res Net can be expressed as:

1 1 1( ) ( )l l l l l l la f z a f a b aω− − −= + = + +           (6)

Combining formula (5) and formula (6), the gradients of weight 
W and bias b can be obtained, see the following formulas:

1( ) ( )( )
l

l l l T
l l l

J J zz a y a
W a W

σ −∂ ∂ ∂
= ′ = −

∂ ∂ ∂
          (7)

( )
l

l l
l l l

J J zz a y
b a b

σ∂ ∂ ∂
= ′ = −

∂ ∂ ∂
                 (8)

Among them, the recursive process of gradient propagation 
between layer 𝑙 and layer 𝑙 -1 can be derived from the gradient of
the previous layer 𝑙 -1 using the reverse derivation formula, and the
reverse calculation process is:

1
1 1 ( 1) ( )

l
l T l

l l l l

J J z JW a z
z z z z

−
− −

∂ ∂ ∂ ∂
= = + ′

∂ ∂ ∂ ∂
           (9)

It can be seen from formula (9) that the product of weights 
W multiplication will always be greater than 1 in the residual 
network structure design. When the CNN network becomes deeper, 

the value will become smaller and smaller at this time due to the 
regularization of the weight W. In addition, the relationship between 
multi-level cascades, the change in the gradient that reaches this 
layer is already very small. The residual structure network will add 
a term 1 to the weight W, which can increase the gradient a little 
and make the network easier to train, so the phenomenon of model 
degradation will not occur.

Improved Res Net 50 network structure: In this paper, based 
on Res Net 50, the residual unit is improved, the size of the network 
convolution kernel is reduced, and the network width is increased. 
For recycling waste images with complex and diverse categories, 
reducing the size of the network convolution kernel is beneficial 
to reducing the amount of model parameters, while increasing the 
width can enable each layer of the deep residual network to learn 
richer features (such as texture features in different directions 
and frequencies). Compared with the original Res Net 50 network 
structure, the improved network structure model has lower 
computational complexity and stronger learning ability. Therefore, 
this paper combines the characteristics of diverse varieties and 
different shapes of scrap images and proposes an improved 
ResNet50 neural network model [19] that can be used for recycling 
waste classification.

We replaced the convolution layer 1 of Res Net 50 with a 
relatively small 6×6, 128 channels, stride 2 convolution kernel, 
followed by a 3×3, stride 2 maximum pooling layer (Table 1). 
Compared with the original ResNet50 neural network structure, 
reducing kernel size can shorten the model training time and help 
the model parameters fit faster; increasing the network width can 
enable each layer of the network to learn richer features. The last 
fully connected layer in the network structure uses the soft max 
function and the rest of the convolution layers all use ReLu as the 
activation function. The training uses cross-entropy function as the 
loss (cost) function and adopts Stochastic Gradient Descent (SGD) 
algorithm with a batch size of 32. The initial learning rate is set to 
0.002, and the learning rate decay is set as shown in Figure 4. The 
weight initialization of the ResNet50 network uses the He K pre-
trained parameters [20].
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Figure 4: Learning attenuation rate of SGD algorithm.

Image preprocessing of dataset

Selection and division of dataset: The dataset used in 
this paper comes from the GitHub open-source recycling waste 
classification dataset [21]. This dataset contains a total of 2390 
pictures, including five common types of waste: 403 cardboards, 
501 glass, 410 metal, 594 paper and 482 plastic pictures. The 
dataset is placed on a white poster board as the background, taken 
under sunlight or indoor lighting, with a pixel size of 512×384. After 
matching the dataset pictures with labels, we randomly shuffled 
them, selected 1434 pictures as the training set, 478 pictures as the 
validation set and 478 pictures as the test set (Figure 5). Since we 
need to use the pre-trained parameters of ResNet50 and considering 
that the original pixel values of the waste data pictures are too large 
will increase the training time. So, the size of all pictures is adjusted 
to 224×224 using bilinear interpolation algorithm [22].

Figure 5: Dataset category image example.

Dataset preprocessing: The main means of image 
preprocessing [23] for the dataset in this paper include increasing 
the random rotation angle of the pictures, and adjusting the 
brightness, color, saturation, contrast, etc. First, the pictures 
captured by the camera are rotated around a point in the image 
as the origin by a random angle. The rotation angle range is set to, 
to enable the model to learn pictures of waste at different angles 
and make the model more adaptive. The image rotation calculation 
formula [24] is:

= cos  sin
= sin  cos

i i j
j i j

θ θ
θ θ

−

+

′ 
 ′

               (10)

Where (𝒊, 𝒋) represents the coordinates of a pixel in the
original image F(𝒊, 𝒋) and  represents the coordinates of the 

corresponding pixel in the image  after mirror transformation.

In addition, we consider that in actual situations, when using 
images for waste classification and identification, the quality 
of collected pictures cannot be guaranteed, and it cannot be 
guaranteed that they are collected in sufficient light (Figure 6). 
At this time, we should randomly adjust the brightness, contrast, 
color, saturation and other parameters of the images in the dataset 
for learning. The model trained this way has good generalization 
performance. In this paper, 50% of the images in all training 
sample sets are randomly selected for color increment adjustment: 
18, contrast increment 0.5, saturation increment 0.5, brightness 
increments 0.125, sharpness increments 0.125, and the results are 
shown in Figure 7.
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Figure 6: Image random rotation angle.

Figure 7: Image original image and pre-processed image.

Experiments and analysis

Figure 8: Improved ResNet50 network experiment results.

Experimental platform: The experimental platform [25] 
selected in this paper is NVIDIA’s 2017 Volta architecture 8-core 
GPU-Tesla V100, with 16GB video memory capacity and 32GB 
memory size. Compared with the improved ResNet50 model, 
several commonly used deep learning neural network structure 
models have convergence iteration accuracy and loss rate changes 

during training with 1434 pictures in the training set, as shown 
in Figure 8. Using the improved ResNet50 structure, after more 
than about 400 training steps, the training accuracy fluctuates 
between 80% and 100%; after iterating more than about 500 
training steps, the entropy value of the loss rate is mostly less than 
0.5. After 1000 iterations, the accuracy gradually approaches 1, 
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and the loss rate gradually approaches 0, which also proves that 
the lower the cross-entropy value, the lower the loss function, and 
the higher the learning rate. It can be seen from the figure that 
the VGG16Net model converges after iterating to about 500 times, 
with a misclassification rate fluctuating around 1.0 and the model 
recognition rate is not high, only about 50%; the misclassification 
rate of Google Net continues to decrease as the number of iterations 
increases, but there is still no sign of convergence when the number 
of iterations reaches 1000; Mobile Net has the fastest convergence 
speed, with the model converging when iterating about 200 times, 
and the accuracy is about 85%, which is similar to the research 
conclusions of Rabano et al. [5]. Compared with these three neural 
network structures, the final recognition accuracy of the improved 
ResNet50 is slightly higher than Mobile Net and Google Net, and 
significantly higher than VGG16Net; in terms of iteration speed, the 
iteration speed of the improved ResNet50 model is not as fast as 
Mobile Net, but significantly faster than VGG16Net and Google Net.

Experimental results and analysis: After training the data 
with the improved ResNet50 model, we tested the 478 test set 
pictures divided into five categories: cardboard, glass, metal, paper, 
and plastic. The experimental results are shown in Table 2 & 3. 
According to the data in Table 2, glass waste is not easy to identify, 
mainly because transparent glass is not clearly distinguished from 
the white background color, and glass bottles have a variety of 
colors, so it is difficult to extract glass features in the model learning 
process, resulting in lower recognition rate. The recognition 
accuracy rates of cardboard, metal, paper, and plastic are higher, 
all above 95%. Then, this paper compares the improved ResNet50 
neural network algorithm with common neural network structures 
in deep learning, as shown in Table 3. The recognition rate of 
ResNet50 structure is significantly higher than that of other neural 
network structures, and the recognition rate has been increased by 
1% based on the original ResNet50 structure through fine-tuning 
in this paper, and the training speed of the model has also been 
improved compared with the original ResNet50.

Table 2: Recognition accuracy of improved resnet50 network on samples.

Recycled Waste Types Cardboard Glass Metal Paper Plastic

Total Number of Test Set Samples 90 94 82 121 91

Recognizable Samples 88 83 79 118 87

Test Recognition Rate (%) 97.7 88.3 96.3 97.5 95.6

Table 3: Comparison of recognition rates for common deep neural networks in recycling waste classification.

Network Name VGG16Net Google Net Mobile Net Shuffle Net ResNet50 Proposed Method

Recognition Rate (%) 82.93 83.44 87.6 90.08 94.24 95.19

Finally, we test the model’s predicted probabilities by taking 
samples of recycled waste in each category from the test set. 
As shown in Figures 9 &10, the results show that the model’s 
recognition probability for glass waste is slightly lower than that 

of the other four categories of waste, and the model’s recognition 
probability for cardboard, metal, paper and plastic is close to 100%. 
The improved ResNet50 neural network structure has extremely 
strong learning ability.

Figure 9: Prediction probability of different types of garbage.
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Figure 10: Predicted probability histogram for different types of garbage.

Conclusion
Aiming at the diverse varieties and different shapes of scrap 

images, this paper proposes an improved ResNet50 neural 
network model that can be used for recycling waste classification 
by deeply studying the forward and backward propagation 
principles of residual structures in depth residual networks and 
the basics of image enhancement algorithms. This model reduces 
the convolution kernel size in the convolution layer 1 based on the 
ResNet50 neural network structure, increases the network width, 
reduces the model training time and improves the recognition 
accuracy. The classification and recognition experiments of five 
common types of waste in the GitHub open-source recycling 
waste classification dataset show that the classification accuracy 
of the improved ResNet50 structure for recycling waste image 
classification and recognition has reached 95%, the convergence 
speed is faster than other network structure models (referring to 
VGG16Net and Google Net), and the recognition accuracy is higher 
(referring to Mobile Net). The improved model has a recognition 
probability close to 100% for cardboard, metal, paper and plastic, 
with high recognition accuracy and good adaptability.
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