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Introduction
The proposed work was motivated by the experiments described in [1,2]. These experi-

ments investigated the solidification of a layer of an aqueous dye solution. The solidification 
was accompanied by the stationary almost complete displacement of the dye from water 
without a marked hydrodynamic flow. That is, under the phase transition, the segregation 
of components by the interface is observed in the experiments. Other experiments, in which 
component segregation is observed, can be presented. To describe segregation, for example, 
under zone melting, it is assumed that the reason for segregation is the hydrodynamic flows 
of a solution in front of the interface [3]. Component segregation cannot be explained using 
the known solution to the phase transition problem [3]. The introduction of pressure to the 
diffusion problem [4] accounts for the interrelationship between the kinetics of the addition 
of solution particles to a new phase, a change in component momentum at the interface, and 
component diffusion in the phases. This interaction significantly affects the distribution of 
component concentration in the phases. However, it also does not lead to segregation.

The experiment provided in [5] is revealing. Kohn A. and Philibert J. studied the distribu-
tion of copper in a copper and aluminum solution by an electron microscope. The solution was 
subjected to quenching during solidification. As a result of the experiments, the existence of 
a layer enriched with copper in the region adjoining the interface was shown. However, cop-
per distribution contradicted the then known solution to the quasi-equilibrium problem [3]. 
Firstly, the enriched layer was not only in the liquid phase but also in the solid phase. Second-
ly, outside the enriched layer, the solution concentration in the phases was different, i.e., the 
segregation of solution components by the interface was observed. The authors explained this 
contradiction by the fact that in the experiment the interface was not planar. In the proposed 
work, we explain the process of the segregation of solution components by the interface and 
the distribution of components near the interface, which was observed in the experiment de-
scribed in [5].

Introduction of an External Force to the Diffusion Problem
Before introducing external pressure, let us raise the question of whether there is pressure 

distribution that gives different component concentrations in the phases outside the diffusion 
layer. As an initial equation, we take a generalized Fick’s equation in a moving coordinate sys-
tem, which was considered in [4,6].
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Abstract

In contrast to known segregation theories (e.g., the Burton-Primm-Schlicter analysis or the adsorption Hall 
equation), it is shown in the article that segregation can occur under the action of an external force, which 
causes solution motion through the phase transition region. The external force changes the velocities of 
component motion. Outside the diffusion layer, the partial velocities of components become different, and, 
due to the condition of momentum conservation, the concentration of components in the phases changes.
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Here z is the spatial variable directed towards the liquid phase, 
( )nic z  is the distribution of the concentration of the component 

,n A B=  in the phase i, ( )niw z  is the partial velocity of the com-
ponent n in the phase i, ( )p z

 is the pressure distribution, and w 
is the solution velocity. We shall consider that a solution moves in 
the negative z direction; therefore, 0w < . iD  is the coefficient of 
component diffusion in the phase i, nnL ni nn niLϑ = ϑ , nnL

 are the phe-
nomenological coefficients, and niϑ

 is the partial specific volume 
of the component n in the phase i [4]. We shall look for the pressure 
distribution ( )up z  that gives constant component concentration u

nic  
not taking into account diffusion. In these notations, Fick’s equation 
(1) takes the form

( )u
u u i

ni ni ni
dp zc w j

dz
− = ϑ

here we introduce the notation of the component mass flow

u
ni ni nij c w=

in the phase i. Its solution is

( )
( )

u u
ni niu

i ni
ni

c w j z
p z E

−
= +

ϑ
 (2)

where niE  is the integration constant. The values of concen-
trations, mass flows, and integration constants will be found when 
solving the diffusion problem. On the left side of solution (2), there 
is the same pressure affecting the particles of different components; 
however, the forces affecting different components are different. 
They are determined by the partial volume of the component. As 
a matter of principle, component mass flows contain partial veloc-
ities; therefore, solution (2) can have different values of concen-
trations in the phases when the mass flow of each component in 
these phases is equal. The partial velocities in solution (2) are the 
velocities of component drift caused by the effect of external pres-
sure on the solution. The term with a pressure gradient on the right 
side of equation (1) describes forces affecting the components. As 
a result of the effect of these forces, the interface moves. There may 
be a lot of reasons for the motion of the interface. For example, this 
is the motion of a temperature gradient through a solution or a 
phase transition in a metastable solution. Each individual case of a 
phase transition has its scheme of external phenomena, which lead 
to the phase transition. For simplicity, we shall assume that a solu-
tion moves through a stationary temperature field under the action 
of a force affecting the external boundary of a solid solution. This 
scheme is usually applied when using phase transitions to produce 
materials. When applying a force, pressure arises in a solution. The 
pressure is transmitted to the interface. The interface shifts and the 
chemical potential deviates from its equilibrium value at it. As a re-

sult, it is the deviation of the chemical potential from equilibrium 
that is the driving force of a phase transition and all the phenom-
ena which accompany the phase transition. It is reasonable to as-
sume that the distribution of pressure caused by an external force 
in the solution phases has the form of a linear function similar to 
expression (3). The introduction of external forces affecting multi-
component systems was considered, for example, in [7,8]. In [7], an 
external force was introduced to the expression of a diffusion flow 
in the form of a term. In [8], an external force is introduced to the 
chemical potential in the form of a term; the resulting sum forms a 
chemical potential with the external force. Both of these approach-
es are equivalent. We introduce an external force to the problem 
under consideration, which is caused by the motion of the interface 
and the drift of solution components in the form of a constant pres-
sure gradient in the solid phase pG multiplied by the coefficient niτ  
, which is the interaction energy caused by an external field. The 
introduction of this pressure leads to an additional term in general-
ized Fick’s equation (1)

( )( ) ( ) ( )( ) ni
ni ni ni Lni ni p

dc z dp zc z w z w D G
dz dz

− = − −ϑ − τ  (3)

In this notation, it is assumed that in the liquid phase the pres-
sure gradient related to an external force is proportional to pG , and 
the coefficients niτ

 take this relationship into account. We make 
some transformations of Fick’s equation (3) and an equation of the 
conservation of mass flow

( )( )( ) 0Bi Bi
d c z w z
dz

=  (4)

similar to the transformations from [4]. We find the compo-
nent mass flow ( )( )Bi Bic z w z  from Fick’s law (3) and substitute it 
to equation (4). We express a concentration gradient from the ob-
tained equation and substitute it to equation (3). As a result of this 
transformation, we obtain the following equation:

2 2

2 2

( ) ( ) 1 ( ) ( ) 0Bi
i Lni LBi Bi p Bi Bi

i

c z d p z dp zD G wc z j w
z dz D dz

∂  + ϑ + ϑ + τ − + = ∂  

 (5)

We consider a system of five equations, which consists of gen-
eralized Fick’s equation (3) for the component A, equation (5), defi-
nition of a mass flow ( )( )Bi Bi Bij c z w z=

 
for the component B, as well 

as a ratio for concentrations and definition of the solution velocity. 

( ) ( ) 1Ai Bic z c z+ = , ( ) ( )( ) ( )Ai Ai Bi Biw c z w z c z w z= +  (6)

The solutions of this system are the functions

( ) ( )
( )1 2( ) exp exp Bi p Bi Ai Ai p Bi Bi

Bi Bi Bi
i i Ai Bi

G j G jwz wzc z A A
D D w

τ + ϑ − τ − ϑ   
= − + +    ϑ +ϑ   

 (7)

( )
( )

12( ) exp (0)Ai BiBi i
i p i

Bi i Ai Bi

A D wzp z G z P
D

  τ + τ
= − − − + ϑ ϑ +ϑ 

 (8)

( )
( ) 1

Bi
Ai

Bi

j ww z
c z

−
=

−
, ( )

( )
Bi

Bi
Bi

jw z
c z

= , ( ) 1 ( )Ai Bic z c z= −  (9)
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We transform the last term of equation (7).

( ) ( )
( )

( )
( )

Bi p Bi Ai Ai p Bi Bi Bi Ai Ai Bi p i pBi Bi

Ai Bi Ai Bi

G j G j G Gj j
w w w w w

τ + ϑ − τ − ϑ τ ϑ − τ ϑ ϑ
= + = − +

ϑ +ϑ ϑ +ϑ

Here we introduce the notation

( )
( )

Ai Bi Bi Ai p
i

Ai Bi

Gτ ϑ − τ ϑ
ϑ =

ϑ +ϑ
 (10)

In contrast to the solution to the diffusion problem from [4,6], a 
force of external action was included in concentration distribution 
(7). If 0pG = , the solutions coincide. This force is assumed to be 
specified; therefore, the physical meaning of boundary conditions 
for determining the integration constants of the diffusion problem 
remains the same. In contrast to [4,6], where the solution velocity 
was specified, here a solution is assumed to move under the action 
of an external action force. If a homogeneous solution moved rec-
tilinearly with a constant velocity, this motion would not require 
an external force, and the solution would move by inertia. In the 
case of the motion of a solution in which a phase transition occurs, 
one should consider the effect of thermodynamic forces on solution 
particles in the interface region where temperature, concentration, 
or pressure gradients are not zero. According to Le Chatelier’s prin-
ciple, “When any system at equilibrium is subjected to an external 
action, processes counteracting this action will take place in the 
system.” In the case under consideration, this means that when ap-
plying a force to the solid phase end, a force balancing the external 
action force arises in the phase transition region. Under the action 
of these forces, the solution moves, the temperature at the interface 
decreases, and kinetic undercooling arises at the interface, which is 
the driving force of a phase transition, as described in [4,6]. There-
fore, all quantities related to the interface motion will depend on 
the external force 

pG .

A question arises that is related to the notation of Fick’s equa-
tion in a moving coordinate system. The physical meaning of this 
transition is as follows. The interface moves through a solution with 
the constant velocity w. The reason for its motion is a device that 
shifts the solution and the source of a temperature field through 
which the solution moves. The shift device and the heat source are 
assumed to be motionless in a laboratory coordinate system. If the 
diffusion equation is written in terms of coordinates fixed relative 
to the solution, its solution will be nonstationary and inconvenient 
for the analysis. However, some time after the onset of solution mo-
tion, on completion of the transition process, the interface will be-
come motionless in a laboratory coordinate system. Concentration, 
temperature, and pressure distributions will become motionless in 
a laboratory coordinate system, too. Therefore, the solution to the 
problem in a laboratory system will be stationary. The transition 
to a moving coordinate system gives the stationary solution to the 
problem. It takes into account the velocity of solution motion with 
respect to a laboratory coordinate system. That is, if a point moving 
through a solution with the velocity w is taken in the coordinates 
fixed relative to the solution, this point will be fixed in a labora-
tory coordinate system. For a formal solution to the problem, it is 

convenient to assume the interface to be an initial point in a solu-
tion. In this case, when a solution moves with the velocity w, in a 
laboratory coordinate system the interface will have the coordinate 

0z = . However, the motion of the interface with other velocity 
means that not only a force shifting a solution relative to a labora-
tory coordinate system but also a temperature field in the vicinity 
of the interface changed. A change in the temperature field leads to 
an additional shift of the interface. This can be easily understood if 
one considers the equilibrium interface as an initial point. In equi-
librium, a solution is motionless in a laboratory coordinate system. 
The force affecting the solution is zero. The coordinate of the inter-
face in a laboratory coordinate system is 0z = . We switch on the 
force, the solution moves; after the transition process, the interface 
moves through the solution with the velocity w. However, its co-
ordinate in a laboratory coordinate system is not 0z = . The rea-
son is that under the transition to the stationary regime of solution 
motion, this formal approach loses the processes of the transition 
regime in which the motion of the solution with a constant velocity 
and a new pattern of a temperature field is established. During the 
transition regime, the isotherms are shifted relative to their initial 
equilibrium position, including the isotherm of the phase transi-
tion. This results in the position of a laboratory coordinate system 
being determined by not only the value of stationary solution veloc-
ity but also the shift of the point of the equilibrium phase transition 
due to a change in the temperature field pattern. Indeed, we denote 
the coordinate fixed relative to the solution as y. In equilibrium, the 
interface had the coordinate 0y = . The transition to a system mov-
ing with the velocity w is carried out by the change of the variable 
z y wt= − . It is assumed that in a moving coordinate system the 

interface continues to be located at the coordinate origin, 0z = ; i.e., 
in fixed coordinates the interface has the coordinate y wt=  at the 
time moment t. However, if one considers external effects, the coor-
dinate of the interface will change due to a change in the tempera-
ture field in the vicinity of the interface under the transition process 
to the velocity w  . To introduce coordinates in which the interface 
was located at the coordinate origin, we introduce the distance z∆  
between the coordinate of phase transition temperature 

eT , which 
corresponds to the regime of solution motion with the current val-
ue of the velocity w , and the interface. In a linear approximation, 
this distance will be proportional to the external force, i.e., to the 
gradient of external pressure in the solid phase

z pz K G∆ =  (11)

The convenience of this definition is that, if a solution is not af-
fected by an external force, i.e., 0pG = , the interface has the coordi-
nate of the interface of the equilibrium regime. Of course, this small 
quantity should not be taken into account when analyzing a partic-
ular stationary regime of a phase transition. However, when analyz-
ing a system with an arbitrary velocity of solution motion, the issue 
of the limiting transition of the system to equilibrium arises. This 
problem emerged in [4,6]. For its solution, certain conditions were 
imposed on the kinetics of the addition of liquid solution particles 
to the solid phase. It will be shown below that the same issue arises 
in the problem under consideration. The physical issue is that, if 
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one does not take into account ratio (11), within the limit of 0w→  
the solution to the problem does not describe the equilibrium solu-
tion since, as mentioned above, the solution will not coincide with 
the solution to the problem in the equilibrium regime. This will be 
obvious when solving the boundary diffusion problem.

In addition to the transition to equilibrium, ratio (11) allows 
relating the specified pressure gradient in the solid phase 

pG  to the 
temperature gradient of a thermal field. If the problem included the 
description of an external temperature field, at a specified external 
force the thermal conductivity problem would determine the gradi-
ent of the temperature field and the value of kinetic undercooling, 
i.e., the partial velocities of the components and, therefore, the solu-
tion velocity, and the diffusion problem would give concentration 
distribution. That is, the parameters of the external temperature 
field and the external force would fully determine concentration 
and pressure distribution under the stationary phase transition. 
We specify the value of the temperature gradient TG

 at the inter-
face at the known velocity of solution motion. The deviation of the 
system from equilibrium at the interface is assumed to be small; 
therefore, we can write the ratio

( )e bnd k
T

z bnd e

T T z TdT G
dz z z=

− ∆
= = =

∆
(12)

Here 

(0)k eT T T∆ = −

is the kinetic undercooling, and bndz  is the coordinate of the 
interface. Note that in a general case, 

eT  is not the temperature of 
an equilibrium phase transition but the temperature of the phase 
transition of a solution at the solution velocity w. Kinetic under-
cooling determines the velocity of interface motion in terms of the 
kinetics of the addition of solution particles to a growing phase. 
In [4,6], the dependence of the velocity of solution motion on ki-
netic undercooling and the dependence of one component on the 
kinetic undercooling were introduced. The goal of this formal in-
troduction of the kinetics of the addition of particles to a new phase 
was the desire to make analytical calculations as simple as possible 
and state a problem of the conventional scheme of calculation of 
component distribution under phase transitions. Strictly speaking, 
this scheme suits only the problems in which the partial velocities 
of components need not be taken into account. In the problem un-
der consideration, the velocity of component drift plays a crucial 
role; therefore, expressions for the kinetics of the addition of each 
component to a new phase are introduced here. We will follow [3] 
where the partial velocities of solid solution components at the in-
terface are written as

( )0 1 exp k
Aliq A

Tw h
kT

 ∆  = −  
  

, ( )0 1 exp k
Bliq B

Tw h
kT

 ∆  = −  
  

 (13)

Here Ah  and Bh  are the constant coefficients, k  is the Boltz-

mann constant, and T  is the temperature of the interface, which 
is assumed to be constant in expressions (13). As a matter of prin-
ciple, Ah  and Bh  are determined in terms of the parameters of an 
equilibrium system. They depend on the distance between the 
particles of a new phase, the frequency of the addition of the parti-
cles to a growing surface, and the structure of the growing surface 
[3]. Solution velocity is related to the partial velocities by ratio (6). 
From expressions (11) and (12), it follows that

k z T pT K G G∆ =  (14)

the substitution of (14) to (13) leads to the dependencies of 
the partial velocities of liquid solution components on the external 
pressure gradient in the solid phase pG  and the temperature gradi-
ent at the phase transition point TG

( )0 1 exp z T p
Aliq A

K G G
w h

kT
  

= −  
  

, 
( )0 1 exp z T p

Bliq B

K G G
w h

kT
  

= −  
  

 (15)

Within the limits of 0pG →  and 0TG → , the partial velocities 
turn to zero, which is fully in accordance with the physical meaning 
of these quantities. At 0pG = , no force shifts the solution through 
the temperature field, and the system is in equilibrium. At 0TG =
, kinetic undercooling is zero; therefore, the temperature of the in-
terface is equal to the equilibrium one, and the interface is motion-
less. These limits are necessary for the solution to the boundary 
diffusion problem. To use these limits correctly, we write the solu-
tions in coordinates that take into account the shift of the phase 
transition point due to a change in temperature field pattern (11). 
For this to be done, we introduce the x coordinate by changing the 
variables 

x z z= −∆
Note that, according to the definition of z∆ , in the x coordinates 

the interface has the value 0x = . By changing the variable

z x z= + ∆  (18)

we write solutions (7) - (9) in the x coordinates.

( ) ( )
1 2( ) exp exp i p Bi

Bi Bi Bi
i i

Gw x z w x z jc x A A
D D w w

ϑ+ ∆ + ∆   
= − + − +   

   

 (16)

( ) ( )
( ) ( )12( ) exp (0)Ai BiBi i

i i i
Bi i Ai Bi

w x zA Dp x G x z P
D

 + ∆ τ + τ
= − − − + ∆ + ϑ ϑ +ϑ 

 (17)

Equations (9) are correct in the x coordinates.

Boundary Conditions for the Problem of Diffusion 
with an External Effect

Not to complicate the computations, we shall consider a prob-
lem with phases in infinite intervals. However, when stating the 
problem in infinite intervals, formal difficulty arises. The formula-
tion of boundary conditions of the diffusion problem in infinite in-
tervals is known [3]. In the problem under consideration, the value 
of a pressure gradient at a given point of the solid phase should 
be additionally specified. At an infinite point, the specification of 
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a pressure gradient under its linear distribution (2) does not have 
any physical meaning. Therefore, points, at which concentration 
in a liquid solution and a pressure gradient in a solid solution are 
specified, will be assumed to be finite but located so far from the 
diffusion layer that the divergent terms in general solutions to lin-
ear equations can be neglected, as was done in the problem in in-
finite intervals [3]. The problem in infinite intervals describes this 
physical situation. In this interpretation, we assume the pressure 
gradient pG  in the solid phase to be specified and the phases in the 
equations to be quite extended. In this case, in solution (16)

1 0BliqA = , 2 0BsolA =  (18)

We pass to the x coordinate in equations (3) and find expres-
sions for the momentum of the component B from them. The condi-
tion of the conservation of component momentum at the interface 
gives the equation

( ) ( )
00

( ) ( )Bliq Bliq Bsol Bsol xx
c x w x c x w x

==
=

We substitute solutions (16) here and take into account the 
equality of component mass flows in the phases

Bliq Bsolj j=

After the transformations, the equation of the conservation of 
the momentum of the component B at the interface takes the form

( ) ( )
1 12 1 exp 1 exp 0BliqBsol

Bsol Bliq
Asol sol Aliq liq

w z w z
w A A

D D

    ϑ∆ ∆  ϑ
+ − − + − =          ϑ ϑ         

 (19)

Under condition (18), we obtain

1 0BsolA =  (20)

A simple form of the equation of momentum conservation (20) 
is obtained only in the problem with phases in infinite internals. In 
the case of finite intervals, all integration constants will be included 
here. We substitute the values of integration constants (18), (20) to 
solution (16). When writing concentration distribution in the solid 
and liquid phases, we obtain

( ) sol p Bsol
Bsol

G jc x
w w

ϑ
= − +  (21)

( )
2( ) exp liq p Bliq

Bliq Bliq
liq

G jw x z
c x A

D w w
  ϑ+ ∆

= − +  
 

 (22)

In the solid phase, concentration does not depend on a spatial 
variable; it depends on solution velocity and a component mass 
flow. The specification of the value of concentration at an infinite 
point of a liquid solution does not allow finding the constant 2BliqA  
since in the limit of x →∞  the exponent turns to zero. We get 
around this difficulty. In equation (22), at x →∞  we reveal the 
flow at the point 0x = , (0) (0)Bliq Bliq Bliqj c w= , and at 0x =  we 
find 2BliqA  from equation (22). As a result, the distribution of con-
centration in a liquid solution (22) takes the form

( )
( ) exp

0
liq p liq p Bliq liq p Bliq

Bliq
Bliq liq

G C w G j G jwxc x
w w D w

∞   ϑ + ϑ − ϑ −
= + −      
   

 (23)

If one removes physical conditions from the statement of the 
problem under consideration, which distinguish it from the state-
ment of the quasi-equilibrium problem [3], solution (21), (23) 
passes to the solution to the problem from [3]. In the quasi-equilib-
rium problem, there is no external driving force; therefore, 0pG =  
. The partial velocities of the components far from the diffusion 
layer in the liquid phase are equal to solution velocity. Therefore, 
the mass flow of the component B in a solution of the quasi-equi-
librium problem is Bliq Bsolj j C w∞= = , and the velocity of the compo-
nent of a solid solution is ( )Bsolw x w= . Under these two conditions, 
solution (21) provides the concentration of the solid phase of the 
quasi-equilibrium problem ( )Bliqc xÑ ∞= . For the liquid phase, the 
substitution of 0pG =

 
and the mass flow to (23) gives

 

( )
( ) 1 exp 1

0Bliq
Bliq liq

w wxc x C
w D∞

    
= − +            

 (24)

According to the definition of a quasi-equilibrium condition, 
at the interface, the ratio between the boundary concentrations of 
a solid and liquid solution is equal to the equilibrium segregation 
coefficient ( )0Bliq

e

c
k

Ñ∞

= . The quasi-equilibrium condition and the con-
dition of the constancy of a component mass flow at the interface, 

( ) ( )0 0Bliq Bliqc w C w∞= , give the ratio of boundary velocities ( )0Bliqw
ke

w
=

. The substitution of this ratio to (24) leads to the solution to the 
quasi-equilibrium problem from [3]

1( ) 1 exp 1Bliq
e liq

wxc x C
k D∞

   
= − +          

 (25)

Solution to the diffusion problem (21), (23) allows expressing 
the concentrations (0)Bliqc , (0)Bsolc , the partial velocities (0)Asolw
, (0)Bsolw  at the interface, and the solution velocity w in terms of 
the partial velocities of the components of a liquid solution at the 
interface (0)Aliqw  and (0)Bliqw . For this to be done, we write a sys-
tem of equations consisting of solution (21) at 0x =

(0) (0)(0) sol p Bsol Bsol
Bsol

G c wc
w w

ϑ
= − +  (26)

here the expression of a mass flow is revealed. We also write 
solution (24) at the interface. 

( )
(0)

0
liq p

Bliq
Bliq

G C w
c

w
∞ϑ +

=  (27)

The system of equations also includes the equation of the con-
servation of a mass flow at the interface

( ) ( ) ( ) ( )0 0 0 0Bliq Bliq Bsol Bsolñ w ñ w=  (28)

and ratios between the velocities

( ) ( ) ( )1 (0) 0 (0) 0Bliq Aliq Bliq Bliqw c w c w= − +  
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( ) ( ) ( )1 (0) 0 (0) 0Bsol Asol Bsol Bsolw c w c w= − +  (29)

From the system of equations (26) - (29), we find the expres-
sions

 
( )

( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )

0 0 0 0 0
0

0 0 0 0
Bliq Aliq sol liq sol Bliq p Aliq Bliq

Bsol
Bliq Aliq liq p Aliq Bliq

w w C w G w w C
ñ

w w G w w
∞ ∞

 − ϑ + ϑ −ϑ + =
− ϑ +

 
(30)

( ) ( )
( ) ( )( ) ( )

0
0

0 0 0
liq p Aliq

Bliq
Bliq Aliq Bliq

G w C
ñ

w w C w
∞

∞

ϑ +
=

− −
 (31)

( ) ( )( ) ( ) ( )
( ) ( )( ) ( )

0 0 0 0

0 0 0
Bliq Aliq liq p Aliq Bliq

Bliq Aliq Bliq

w w G w w
w

w w C w∞

− ϑ +
= −

− −
 (32)

The expression ( )0Asolw  is not used in this article. 

A general solution for pressure distribution (17) includes the 
integration constants 1BiA . According to (18) and (20), both of 
these constants are zero; therefore, pressure distribution in the 
phases has the form

( )
( ) ( )( ) (0)Ai Bi

i i i
Ai Bi

p x G x z P
τ + τ

= − + ∆ +
ϑ +ϑ

 (33)

We shall find the integration constants (0)iP . Strictly speaking, 
in the problem under consideration, pressure is determined by a 
force affecting the external boundary of a solid solution. However, 
for an infinite phase, this force should be infinite. Therefore, only 
the value of the external pressure gradient pG  could be specified. 
In this case, it is reasonable to specify the ratio of pressure between 
the phases. In a general case, in the problem under consideration, 
the deviation of the chemical potential from equilibrium is caused 
by the deviation of temperature, concentration, and pressure from 
the equilibrium values [4]. It is known from the experiments that 
under normal conditions a change in the pressure has little effect 
on the equilibrium values of the chemical potential, and, therefore, 
the temperature - concentration equilibrium diagram is used in 
the calculations. This phase diagram is used in [4] and the present 
work. That is, a change in the chemical potential due to the pres-
sures of the phases at the interface is not taken into account, and 
the pressures of the phases at the interface are equal. The equation 

(0) (0)sol liqp p=  gives the equality of the integration constants 

0(0) (0)sol liqP P P= = . Pressure distributions in the phases (33) 
take the form

take the form

 ( )
( ) ( ) 0( ) Asol Bsol

sol p
Asol Bsol

p x G x z P
τ + τ

= − + ∆ +
ϑ +ϑ

, 

( )
( ) ( ) 0( ) Aliq Bliq

liq p
Aliq Bliq

p x G x z P
τ + τ

= − + ∆ +
ϑ +ϑ

 (34)

Transition of the Solutions to the Equilibrium 
Regime

When the external disturbance vanishes, 0pG → , the obtained 
distributions of concentrations in the phases (21), (23) should 
transit to the equilibrium regime. A similar problem arose in [4]. 
The difference is that external action was not introduced in [4]; 
therefore, the transition of the system to equilibrium meant the 
limiting transition of the solutions when the partial velocities of 
the components and solution velocity vanished. In the work under 
examination, boundary partial velocities of the components (15), 
i.e., the velocities of the addition of liquid solution particles to a 
growing phase, depend on the value of the external action pG . If we 
substitute the partial velocities of the components and the exter-
nal action being zero to solutions (21), (23), we obtain uncertainty 
forms of the 0/0 type. For concentration distributions (21), (23) to 
satisfy the limiting transition to equilibrium, we expand functions 
(15) into the Maclaurin series with respect to the external pressure 
gradient pG , which is assumed to be small, and confine ourselves to 
a linear approximation.

( ) ( )0 0Aliq Asmall A T pw w h g G≈ = − , ( ) ( )0 0Bliq Bsmall B T pw w h g G≈ = −

here we introduce the notation

z T
T

K Gg
kT

=  (35)

We reveal mass flows at the interface in solutions (21), (23); 
then, using expressions of the boundary parameters (30) - (32), 
we write the solutions with respect to the velocities ( )0Aliqw  and 

( )0Bliqw . After the transformations, we substitute 0pG =  to the dis-
tribution of concentration in the solid phase. The pressure gradient 
in solution (21) is reduced. We obtain the expressions for the limits 
of concentration distributions in the phases (21), (23) at 0pG →

 ( )
( ) ( )( )

( )
( )

liq T A B
sol A B B

A B Be
Bsol

A B liq A B T

g h C h
h h C h

h h C h
c x

h h h h g

∞
∞

∞

 ϑ −
 ϑ − − +
 − + =

− ϑ +

( )
( )

liq
A

e T
Bliq

A B B

h C
gc x

h h C h

∞

∞

ϑ
−

=
− +

These are the values of the concentrations of the phases in equi-
librium; therefore, we obtain two equations

( )e
Bsol ec x k C∞= , ( )e

Bliqc x C∞=
from which we find the kinetic coefficients

( ) ( )
( )( )

1 1
1 1

e liq sol
A

e T

k C C
h

k C C g
∞ ∞

∞ ∞

− ϑ + − ϑ
=

− −
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( )1
sol e liq

B
e T

k
h

k C g∞

ϑ − ϑ
=

−
 (36)

The kinetic coefficients depend on the equilibrium distribu-
tion coefficient, the concentration of an initial liquid solution, the 
coefficients solϑ  and lø éϑ , which include the partial volumes of the 
components, and the parameter Tg , which, according to (35), de-
pends on the temperature gradient. Taking into account (35), (36), 
expressions of the partial velocities (15) take the form

( ) ( ) ( )
( )( ) ( )( )1 1

0 1 exp
1 1

e liq sol
Aliq T p

e T

k C C
w g G

k C C g
∞ ∞

∞ ∞

− ϑ + − ϑ
= −

− −
 (37)

( ) ( ) ( )( )0 1 exp
1

sol e liq
Bliq T p

e T

k
w g G

k C g∞

ϑ − ϑ
= −

−
 (38)

Equations of the kinetics of the addition of liquid solution par-
ticles to a new growing phase (37), (38), together with expressions 
of concentration distribution in the phases (21), (23) and pressure 
distribution (34), allow calculating the distribution of the concen-
tration and pressure of the stationary regime of a solution phase 
transition at given parameters. The external pressure gradient 

pG  and the parameter Tg  (35), which depends on the value of 
the gradient of an external temperature field and the force of the 
resistance of the interface to external action, are assumed to be 
specified. The equilibrium segregation coefficient ek  , the concen-
tration C∞  at an infinite point of the liquid phase, the partial vol-
umes of solution components niϑ  , and the coefficients niτ , which 
take into consideration the relationship between an external force 
and an external pressure gradient in a solution, are also specified. 
To demonstrate the properties of the solutions to the problem, we 
shall limit the domain of variation of some parameters. A solution 
moves under the action of a pulling force in the direction of negative 
values of the space axis. Hence, pressure far from the diffusion layer 

increases in the positive direction; therefore, 0pG > . It follows from 
the derivation of formula (11) that 0zK > . We also assume that at 
the interface a temperature gradient in the liquid phase increases, 

0TG >  . The partial volumes of solution components niϑ  can be 
both positive and negative. They are included in expressions of the 
kinetic coefficients iϑ  (10) in a complicated way. Therefore, their 
value is limited by the acceptable values of iϑ . The coefficients niτ  
determine the deviation of the partial velocity of a component from 
solution velocity far from the diffusion layer. This can be seen from 
equation (3) if the first two terms on the right side are assumed 
to be zero. They are associated with drift velocity and depend on 
the mobility of solution components. The derivation of the relation-
ship between niτ  and mobility is beyond the scope of this article. 
Since niτ  do not determine the direction of component motion, it 
is reasonable to assume that 0niτ >  . The kinetic coefficients Ah  
and Bh determine the sign of the boundary partial velocities of liq-
uid solution components (15). According to the statement of the 
problem, a solution moves in the negative direction; therefore, we 
confine ourselves to the case of the negative direction of partial ve-
locities. The expressions in parentheses in (15) are negative; there-
fore, the condition 0nh >  should be fulfilled. This condition allows 
limiting the acceptable values of iϑ . According to (36), the coeffi-
cients 

Ah  and Bh  are the linear functions of 
iϑ . Therefore, in the 

( ), ,sol liqh ϑ ϑ  coordinates, where h denotes 
Ah  or Bh , these func-

tions are the planes ( ),A sol liqh ϑ ϑ  and ( ),B sol liqh ϑ ϑ . Figure 1 shows 
the line of intersection of these planes with the plane ( ),sol liqϑ ϑ  at 
the parameters indicated in Table 1. The letters represent the range 
where . In the present work, we shall not leave this range of val-
ues of iϑ  in numerical calculations. Expressions of the kinetics of 
the addition of liquid phase particles to a growing interfacial area 
(37), (38) found from the condition of the transition of a system to 
equilibrium allow finding some limit relations general for solutions. 
Distribution of solid phase concentration (21) does not depend on 
the spatial variable. Its value is equal to the value at the interface 
(30). The substitution of (37) and (38) to ( )Bsolc x  (21) results in 
the expression

Figure 1: Lines of intersection of the dependencies ( ),A sol liqh ϑ ϑ   and  ( ),B sol liqh ϑ ϑ  with the plane ( ),sol liqϑ ϑ .
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Table 1: Parameter values for the calculation of the plots of Figures 1-3.

Figures Parameters

1-3 ek  = 0.6 C∞  = 0.15 liqD
 
= 1.0 Tg

 
=

 
1.0

3

0.5Asolτ = 1.0Bsolτ = 1.0Aliqτ = 1.0Bliqτ =

2.0Asolϑ = 1.0Bsolϑ = 0.5Aliqϑ = 1.5Bliqϑ =

( )( )
( )( )

1

2

1 exp
( )

1 exp
T p p

Bsol
T p p

q g G C q G
c x

q g G q G
∞− +

=
− +

where 

( ) ( )( )1) 1sol liq e e liq solq k k C C∞ ∞= ϑ −ϑ − ϑ + − ϑ

We do not write expressions for the constants since they are not 
used in the present work. In the limit of pG →∞ , this expression 
is the uncertainty form /∞ ∞ . Under the condition of the problem 

0Tg > , the disclosure of the uncertainty using the known method 
of numerator and denominator differentiation results in the finite 
limit

lim ( )
p

BsolG
c x C∞→∞

=  (39)

i.e., at a quite large pulling force the concentration of the solid 
phase is equal to the concentration of an initial liquid solution. Us-
ing the same device, we obtain the following limit relations

( ) ( )
( )( ) ( )

1 1
lim (0)

2 1 1p

e liq sol
BliqG

e e liq sol

k C C
c C

k C k C
∞ ∞

∞→∞
∞ ∞

− ϑ − − ϑ
=

− − ϑ − − ϑ

( )( ) ( )
( ) ( )

2 1 1(0)
lim

1 1p

e e liq solBliq

G
e liq sol

k C k Cw
w k C C

∞ ∞

→∞
∞ ∞

− − ϑ − − ϑ
=

− ϑ − − ϑ
(0)lim 1

p

Bsol
G

w
w→∞

=

At large values of a pulling force, for the mass flows of the com-
ponent B in the phases these limits give the simple relations

lim lim
p p

Bliq BsolG G
j j C w∞→∞ →∞

= =

These relations hold for any x. 

Segregation of Components by the Interface
We consider the results of the numerical calculations of concen-

tration distribution in the system, the parameters of which are pro-
vided in Table 1. The values of the calculation parameters are taken 
so that the physical relationship between concentration and the 
external pressure gradient pG  is convenient to interpret in plots. 
Figure 2 shows concentration dependence on the spatial variable 
x. At 0x > , the liquid phase is located; at 0x < , the solid phase is 
located. In the figure, the phases are limited by  0.5 0.5x− < < . These 
values are far enough from the diffusion layer to illustrate con-
centration distribution in semi-infinite phases. Without external 

action, 0pG = , the phases are in equilibrium. At any pG , the con-
centration of the solid phase is constant. When pG  increases from 
zero, the concentration of the solid phase increases monotonically 
from the equilibrium value to C∞ . This distinguishes the concentra-
tion distribution from the distribution of concentration from [3]. 
In [3] with semi-infinite phases, at any velocity of solution motion, 
the concentration of the solid phase is equal to C∞ , i.e., there is a 
total lack of the segregation of the components by the interface. 
This contradicts the experiments. To explain this contradiction, it 
was assumed in [3] that a hydrodynamic flow arises in front of the 
interface, which specifies an initial concentration of the liquid solu-
tion at a distance less than the diffusion layer width. It is quite rea-
sonable that this specification of an initial concentration affects the 
concentration of the solid phase. This is described in detail in zone 
melting theory [9]. In this case, the segregation of the components 
by the interface is explained by a hydrodynamic flow. In [4], pres-
sure is introduced to the diffusion problem. Pressure is introduced 
by generalized Fick’s law (1). This is not an external force; this is 
pressure that emerges in a system due to the relationship between 
the concentration and pressure, which are included in the chemical 
potential. Outside the diffusion layer, this pressure becomes con-
stant. Hence, outside the diffusion layer, from this pressure there 
are no forces that affect the solution components. As well as in [3], 
the segregation of the components by the interface was explained 
by a hydrodynamic flow. The problem considered above accounts 
for component segregation by an external force, which results in 
the emergence of the pressure gradient pG  in the system. The force 
of the pressure gradient affects solution particles throughout the 
solution, including regions outside the diffusion layer, and results 
in component drift. This drift determines segregation. This segre-
gation is demonstrated in Figure 2. To explain visually the physical 
process of segregation, we calculate thermodynamic forces includ-
ed in generalized Fick’s law (3).

We introduce the notation of forces affecting the component В

( ) ( )c Bi
Bi Bi

dc xf x D
dx

= −  ( ) ( )p
Bi Lni

dp xf x
dx

= −ϑ  G
Bi ni pf G= −τ  (40)

We substitute the distributions of concentrations (21), (23) and 
pressure (34) in the phases to (40). As a result, we obtain the ex-
pressions

( ) 0c
Bsolf x =  ( ) ( ) ( )

2

1 exp
0 0

c
Bliq Bliq liq p

Bliq Bliq liq

w w C wxf x j G
w w D

∞
    

= − + ϑ −            
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Figure 2: Concentration distribution in the vicinity of the interface. 1-Liquid phase,  0.5liqϑ = ; 2-solid phase,  0.5solϑ = − .

( ) ( )p Ai Bi
Bi Bi p

Ai Bi

f x G
τ + τ

= ϑ
ϑ +ϑ

We sum up the forces of each phase

( ) ( ) ( )sum c p G
Bi Bi Bi Bif x f x f x f= + +

The force of the pressure gradient contains the combination of 
the parameters niτ  and niϑ , which is not fully expressed in terms 
of iϑ ; therefore, we specify them in Table 2 for numerical illustra-
tion. Figure 3 depicts the spatial distribution of the forces ( )sum

Bsolf x  

( )sum
Bliqf x  for four values of the external pressure gradient. Accord-

ing to the calculations, at given parameters the component B in the 
phases is affected by forces of opposite sign. In the liquid phase, the 
component B is affected by a force directed in the positive direction. 
The value of this force decreases monotonically with an increase 
in the x coordinate. The spatial change in ( )sum

Bliqf x  is related to a 
change in the concentration of the component B in the diffusion lay-
er. In the solid phase, the force ( )sum

Bsolf x  is constant and is directed 
in the negative direction. To find mass flows of the component B in 
the phases, we solve generalized Fick’s equation (3) for the product 
of concentration and partial velocity

Table 2: Values of the mass flow, concentration, and partial velocity of the component B for four values of the external pressure 
gradient.

Gp x=-0.5 x=0.5

( )( )Bi Bic x w x

0.5 -1.3686 -1.3686

1 -3.7805 -3.7805

2 -14.8799 -14.8799

4 -130.9475 -130.9475

( )Bic x

0.5 0.1036 0.15

1 0.1149 0.15

2 0.1311 0.15

4 0.1454 0.15

( )Biw x

0.5 -13.2026 -9.1221

1 -32.8862 -25.2035

2 -113.4933 -99.1994

4 -900.0637 -872.9835
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Figure 3: Dependencies of the force affecting solution particles on the spatial coordinate. 1, 3, 5, 7-the liquid phase; 

2, 4, 6, 8-the solid phase; 1, 2,- 0.5pG =   , 3, 4- 1.0pG =  ; 5, 6- 2.0pG =  ; 7, 8- 4.0pG = .

( ) ( )( ) ( ) sum
Bi Bi Bi Bic x w x c x w f x= +  (41)

In terms of mass transfer, the quantity ( )( )Bi Bic x w x  should 
be considered as the mass flow of a component. On the other hand, 
as shown in [4], the product of concentration and partial velocity 
at the interface should also be interpreted as the quantity of mo-
mentum. In the physical interpretation of momentum, the product 

( )( )Bi Bic x w x  is the force of inertia of the component B when it 
moves with a partial velocity. The product of concentration and 
solution velocity can be interpreted as the force of inertia of the 
component B when it moves with a solution velocity. We substi-
tute concentration (21), (23) and solution velocity (32) to the right 
side of equation (41) and find the mass flow of a component for 
the same values of the external pressure gradient pG  for which the 
above calculations were performed. The results are provided in Ta-
ble 2. There, the values of concentration at the point 0.5x = −  
of the solid phase are also presented. At the point 0.5x =  of 
the liquid phase, concentration is almost equal to the initial value 

0.15Ñ∞ = . It is obvious that the mass flow of the component B is 
the same in both phases. At small values of pG , concentration at 
the point 0.5x = −  differs little from the equilibrium value of the 
solid phase concentration 0.09ek C∞ ≈ . With an increase in pG , 
concentration increases and asymptotically approaches the initial 
concentration of a liquid solution C∞ . This agrees with calculation 
of the limit regime (39). This increase in the concentration can be 
explained by the plots in Figures 2 & 3. According to Figure 3, with 
an increase in pG  a force that “presses” particles of the component 
B against the interface increases in the liquid phase, and the con-

centration of the component in front of the interface increases. This 
leads to an increase in the concentration in the solid phase, and, 
according to (38), at pG →∞

 
the partial velocity of the compo-

nent B in the solid phase converges to solution velocity. Hence, in 
contrast to the problems from [3], an additional degree of freedom 
arose in the problem under consideration, namely, the motion of 
solution components outside the diffusion layer under the action of 
an external force. The velocity of this motion depends on the value 
of the external force and the mobility of the component in the phase 
under consideration. The condition of the conservation of a compo-
nent mass flow in the system is also fulfilled.

Discussion and Conclusion
We shall give a clear physical explanation of the process of com-

ponent segregation by the interface. For this to be done, we draw 
attention to three descriptions of the diffusion process under phase 
transitions. In [3], the equation of convective diffusion is

 
2

2

( ) ( ) 0Bi Bic z c zD w
z z

∂ ∂
− =

∂ ∂
 (42)

This equation is easy to obtain using Fick’s law

( )( ) ( )( ) Bi
Bi Bi i

dc zc z w z w D
dz

− = −  (43)

The substitution of the expression of a component mass flow 
from (43) to equation of a component mass flow (4) gives equa-
tion (42). According to (43), in these calculations solution parti-
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cles are affected by one thermodynamic force, namely, diffusion 
force. When the interface moves, different solubility of components 
in the phases pushes off the excess of a component to the liquid 
phase. This leads to the non-uniform distribution of components. 
A thermodynamic force arises, which strives to return the uni-
form distribution of components. Formally, the distribution of the 
component of the problem in infinite intervals in the liquid phase 
has the form (24); in the solid phase, concentration is constant, 

( )Bsolc z C∞= . As a matter of principle, in the limit outside the 
diffusion layer, concentration in the liquid phase is constant. Hence, 
solution components are not affected by any forces at quite a long 
distance from the interface. The condition of the conservation of a 
mass flow at quite a long distance from the interface gives the re-
lationship ( ) ( )( ) ( )Bliq Bliq Bsol Bsolc w c w∞ ∞ = −∞ −∞ . At a constant 
concentration, it follows from Fick’s law (43) that partial velocities 
are equal to solution velocity, ( ) ( )Bliq Bsolw w w∞ = ∞ = . There-
fore, outside the diffusion layer ( ) ( )Bliq Bsolc c∞ = −∞ . This means 
the absence of component segregation by the interface. This expla-
nation leads to the conclusion that for segregation to exist, solution 
particles should be affected by additional forces, which will change 
their velocities. It is reasonable to assume that this force is a change 
in pressure.

In [4], pressure is introduced to the system. For this to be done, 
generalized Fick’s law is used, which is written in the form (3) at 

pG =0. Similar to the problem from [3], in [4], the solution to the 
diffusion problem is derived with the specification of the concen-
tration of a liquid solution at the point located at a finite distance 
from the interface. When introducing pressure, solution particles 
are affected by not only forces related to diffusion but also forces 
associated with a change in pressure. However, pressure intro-
duced in [4] results from diffusion. It is included in the chemical 
potential and does not change at quite a long distance from the 

diffusion layer. Therefore, in the problem from [4] there is also no 
component segregation by the interface. This can be easily verified 
if one passes from the solution in a finite interval obtained in [4] 
to the solution in infinite intervals. In this case, the concentrations 
of components in the phases turn out to be equally far from the in-
terface. Only the introduction of an external force (3) leads to the 
segregation of solution components by the interface. In this case, a 
term arises in generalized Fick’s law, which describes an external 
force affecting the particles of the entire solution. All the processes 
related to interface motion depend on this force. Without the intro-
duction of an external force, the solution velocity was a given value 
in [3] or was specified by the value of kinetic undercooling [4]. In 
these works, the solution to the diffusion problem gives constant 
concentration in the phases far from the interface. Thermodynamic 
forces included in generalized Fick’s law act only within the diffu-
sion layer; therefore, they do not lead to component segregation. An 
external force affects solution components both inside and outside 
the diffusion layer. In the problem in infinite intervals, this results 
in the partial velocities of a component being different outside the 
diffusion layer. Therefore, for the condition of the constancy of a 
component mass flow in the phases to be fulfilled, concentrations 
also must be different. This is the segregation of components by the 
interface. We may say that an external force and different mobility 
of solution particles in the phases lead to segregation. Note that, 
according to the ratio derived by Einstein [8], the coefficients niτ  
are related to component mobility by the expression

ni
ni

i

RT
D
Γ

τ =

Within the considered problem, this expression is not com-
plete; it does not take into consideration the effect of the partial 
volume of a component on mobility. 

Figure 4: Approximation of the experimental data of Cu distribution in an Al-Cu solution obtained by quenching 
during solidification [5]. Points - experimental values. Continuous curves - approximation of the experimental data, 
1-the liquid phase, solution (23), 2-the solid phase, solution (21).
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In conclusion, we explain the result of the experiment from [5], 
which was provided in the Introduction as an example of compo-
nent segregation by the interface under phase transitions. In Fig-
ure 4, the points approximately give the experimental values of 
concentration obtained in [5]. The experimentally found values of 
concentration in Figure 4 are easy to approximate by solution (21), 
(23). We shall consider the parameters with the values presented in 
the figure to be specified. According to the figure, an initial concen-
tration of the solution is 0.018C∞ ≈ . According to the equilibrium 
phase diagram, at this value of copper concentration in aluminum 

0.14ek ≈ . Dimensional quantities are not introduced in these cal-
culations; however, the values of the diffusion coefficient and the 
distance from the interface x formally correspond to the experi-
mental values in the SI system of units. The solid lines shown in the 
figure are the approximation of the experimental values by solution 
(21), (23) at 810liqD −= , 0.5solM = , 10liqM = , 74 10pG −= ⋅ , and 

63 10Tg = ⋅ . Solution (21), (23) can correspond to the experimental 
values only qualitatively since the solution in infinite intervals does 
not describe concentration distribution in the solid phase. How-
ever, this solution accounts for component segregation. It is obvi-
ous that to describe concentration distribution in both phases the 
problem with boundary conditions in finite intervals is necessary. 
However, the solution to the problem in finite intervals is beyond 
the scope of this work.

The phase transition of a solution from the liquid phase to the 
solid one is considered in the present work as an illustration of the 
mechanism of component segregation by the interface. For practi-
cal purposes, condensation, i.e., a phase transition from a gaseous 
to a liquid state, is no less important. In this case, the densities of 
phase solutions differ significantly. The condensation of one com-
ponent can lead to a drop in the pressure of the gas phase in front of 
the interface. The value of pressure drop, and the extension of the 
low-pressure region will depend on the velocity of interface motion. 
It is reasonable to assume that under sufficiently intensive drop for-
mation in the atmosphere, the region of reduced pressure is one 

of the mechanisms of the formation of atmospheric vortices. The 
considered problem of diffusion under phase transitions leads to 
the following conclusion. A correct description of the distribution 
of solution components under phase transitions requires allowing 
for an external force that shifts the solution through the phase tran-
sition region. The degree of the deviation of solution phases from 
equilibrium, the kinetics of the addition of solution particles to a 
new phase, and the interaction between pressure and component 
diffusion in the phases also need to be taken into consideration.

Data Availability Statement
All data that support the findings of this study are included 

within the article.
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