Analytical Solutions of a Conduction Problem with Two Different Kinds of Boundary Conditions
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Abstract

A heat transfer problem was taken as an example to provide the analytical solutions of a one-dimensional conduction problem with two different kinds of boundary conditions. The theoretical solutions were obtained by using the method of separation of variables for solving partial differential equations. Temperature distribution in two simple cases were studied using the analytical solutions and were compared with corresponding numerical results. Reliability of the analytical results were shown by their excellent agreement with those numerical ones. The solutions presented in this note can be used for the verification of new numerical algorithms.
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Introduction

Conduction problems are widely encountered in science and engineering, such as heat transfer through conductive materials [1] and water flow through porous media [2]. Such physical processes are governed by similar differential equations and are studied traditionally by seeking the mathematical solutions. However, analytical solutions can only be derived under very limited simple boundary and initial conditions [3]. Therefore, much efforts have been spent in developing numerical tools since the popularization of computers [4], and the finite element method (FEM) is, probably, the most successful and widely used one [5]. Use of the FEM usually needs the discretization of both the space and the time, and a more refined mesh and a smaller time step generally yield more exact numerical results. However, this is not the case for conduction problems as unreasonable oscillatory results are often obtained for a given mesh if the time step is smaller than a threshold value [6-9]. For instance, use of four-noded rectangular elements for conduction problems without causing oscillatory results needs the time increment (Δt) larger than L²c/(2k), while for eight-noded elements the threshold is reduced to L²c/(20k). Herein, L denotes the characteristic length of elements while c and k are volumetric capacity and conductivity coefficient of the concerned material [7]. The dilemma, on the other hand, is that a small enough time step is required for numerical convergence for problems where nonlinear material behavior presents [8-10]. It was found that the traditional mass-distributing scheme which yields the so-called consistent mass matrix may generate an incorrect neighboring nodal response even though the physical laws are correctly applied at the elementary level. Pan et al. [9] therefore suggested two new mass-distributing schemes which were free of numerical oscillation. Alternatively, mass lumping techniques yielding a diagonal mass matrix were employed by many other authors to remove the possible numerical oscillation [11-13]. Some special techniques were also proposed in the framework of finite element method (known as the stabilized finite element methods) to repress the unphysical oscillations, as recently reviewed and compared by Sendur [14].

No matter what kind of mass matrix or numerical strategy is used, an indispensable step of developing a numerical scheme is the verification of the obtained results for some benchmark problems against the correct ones, and a closed-form solution is unquestionably the best reference for this purpose. In this short note, analytical solutions of a conduction problem with two specific boundary and initial conditions were provided and compared with the corresponding numerical results. The problem and analytical solutions can be used as basic benchmark cases in verifying numerical schemes for conduction problems.

Problem definition

Let us take the heat transfer problem in Figure 1 as an example. The lower boundary (z=0) of an infinite layer of conductive material is exposed to some temperature change or heat flux, and the problem is to find out the temperature distribution within the conductive material. In this note, we assume that all the thermal variables at a horizontal plane are the same. So, the temperature varies only vertically, and this problem is in fact one-dimensional.
According to Fourier’s law of heat conduction [1], the heat flux through a horizontal plane, denoted by \( q \), is negatively proportional to the temperature gradient as follows:

\[
q = -k \frac{\partial T}{\partial z}
\]  

(1)

in which \( T \) is the temperature and \( k \) denotes the thermal conductivity. The net heat entering the differential layer (\( dz \)) of material results in an increase of the temperature, i.e.

\[
-\frac{\partial q}{\partial z} \, dz = c \, dx \, dy \, \frac{\partial T}{\partial t}
\]  

(2)

in which \( c \) denotes the volumetric heat capacity of the material, and the lowercase \( t \) stands for the time. Inserting Equation (1) into Equation (2) and neglecting the spatial variation of the thermal conductivity, one obtains the following governing equation for the one-dimensional heat transfer problem:

\[
c \frac{\partial T}{\partial t} = k \frac{\partial^2 T}{\partial z^2}
\]  

(3)

Similar form of equations can also be obtained for other conduction problems.

The upper boundary (\( z=H \)) of the material layer is assumed adiabatic and heat can only flow from the lower boundary (\( z=0 \)). Two kinds of boundary conditions were considered herein. Firstly, the temperature at the lower boundary was increased linearly from \( T_0 \) to \( T_1 \) during the period of \( 0 \sim t_1 \), as shown in Figure 1. Secondly, a constant heat flux, \( q_0 \), was input from the lower boundary to the conductive layer, as shown in Figure 1. In both cases, the initial temperature was assumed homogeneous within the material, i.e. \( T(t=0) = T_0 \).

**Analytical solutions**

For both boundary conditions given above, Equation (3) can be solved using the standard method of separation of variables [15]. In this part, only the analytical results were given. The solution for the temperature boundary problem (Figure 1) reads:

\[
T(z,t) = \begin{cases} 
T_0 + \frac{T_1-T_0}{t_1} \left( T_1 - T_0 \right) \sum_{m=1}^{\infty} \frac{2H}{M^2} \exp \left( -\frac{M^2 \pi^2}{H^2} t \right) \sin \left( \frac{M \pi}{H} z \right) & t \leq t_1 \\
T_0 + \frac{T_1-T_0}{t_1} \left( T_1 - T_0 \right) \sum_{m=1}^{\infty} \frac{2H}{M^2} \left[ 1 - \exp \left( -\frac{M^2 \pi^2}{H^2} t \right) \right] \exp \left( -\frac{M^2 \pi^2}{H^2} t \right) \sin \left( \frac{M \pi}{H} z \right) & t > t_1
\end{cases}
\]  

(4)

in which

\[
c_k = \frac{k}{c}
\]  

(5)

and

\[
M = \frac{2m+1}{2} \pi \quad (m = 0,1,2 \cdots)
\]  

(6)

The analytical solution for the flux boundary problem described in Figure 1 reads:

\[
T(z,t) = T_0 + \frac{\alpha}{t} \left( T_1 - T_0 \right) \sum_{m=1}^{\infty} \frac{2H}{M^2} \exp \left( -\frac{M^2 \pi^2}{H^2} t \right) \sin \left( \frac{M \pi}{H} z \right)
\]  

(7)

in which

\[
M' = m \pi \quad (m = 1,2,3 \cdots)
\]  

(8)

The detailed derivation of the above solutions were not included in this short note. However, they were verified against numerical results in the next part.

**Verification**

In this part, two cases were studied to verify the analytical solutions. The temperature distribution obtained by Equation (4) and Equation (7) were compared with those predicted by a two-dimensional finite element procedure [16]. The program was initially developed for unsaturated soil mechanical problems. However, the seepage module can also be used to study the conduction problem in a straightforward way.
the lower boundary temperature was kept constant. If the thermal conductivity of the material was \( k = 1.0 \times 10^{-9} \text{W/(m·K)} \), and the volumetric heat capacity was \( c = 1.0 \times 10^{3} \text{J/(m}^3\cdot\text{K)} \), how will the temperature field evolve? Figure 2 and Figure 3 plot the temperature distribution during and after boundary heating, respectively. The curves plotted were the analytical solution given by Equation (4) and the black and bright circles and triangles were the results obtained by numerical simulation. Both 4-nodes quadrilateral elements and 8-nodes quadrilateral elements were used, and for both types of elements consistent mass and lumped mass were employed. Note that the diagonal mass matrices for 4-nodes elements were formed by summing all the entries in the same rows of the consistent mass matrices, and the lumped mass matrices for 8-nodes elements were formed according to the HRZ scheme [17]. The restrictions for time increment suggested by Thomas & Zhou [7] were used to guarantee non-oscillatory results when the consistent mass scheme was employed. It can be seen that all the numerical results coincide almost exactly with the analytical solution both during and after the boundary heating period, and the numerical and analytical results verify each other mutually. In addition, the results shown in Figure 2 and Figure 3 indicate that using mass-lumping schemes can also yield sufficiently reliable results with, however, no restriction on time steps.

Figure 2: The temperature distribution during boundary heating.

Figure 3: The temperature distribution after boundary heating.

Case 2: The initial temperature within the conductive layer was again set to 0 °C, and in this case a constant thermal flux of \( 1.0 \times 10^{-6} \text{W/m}^2 \) was input from the lower boundary to the conductive layer. The thermal conductivity and the volumetric heat capacity of the material were identical to those in case 1, i.e. \( k = 1.0 \times 10^{-9} \text{W/(m·K)} \) and \( c = 1.0 \times 10^{3} \text{J/(m}^3\cdot\text{K)} \), how will the temperature field evolve? Figure 4 plots the numerical and analytical temperature distribution during heat flux inputting. Herein, both 4-nodes and 8-nodes quadrilateral elements with consistent mass and lumped mass were also used similarly. It is clear that the temperature near the lower boundary increases very rapidly in the current case. However, the variation of temperature near the upper boundary is much slower, agreeing well with an intuitive conjecture. The numerical results obtained in this case also coincide almost exactly with the analytical ones predicted by Equation (7), proving the reliability of the mathematical solution given above.

Figure 4: The temperature distribution during heat flux inputting.

Equation (4) and Equation (7) also provide some hints on the evolution of temperature field. For instance, Equation (4) states that the temperature distribution for the first case depends only on the ratio between the thermal conductivity and the volumetric heat capacity \((c/k)\) but is not influenced by the absolute values of both parameters. On the other hand, the volumetric heat capacity has a significant influence on the temperature evolution in the second case as indicted by Equation (7), i.e. a higher volumetric heat capacity results in a slower temperature increasing rate, and vice versa.

Conclusion

Conduction problems are difficult to solve by the finite element method in the sense that the time steps cannot be chosen arbitrarily. Precision and convergence of the results need the time steps to be small enough. But, unfavorable numerical oscillation may occur if the time steps were reduced to be smaller than certain threshold values. Different numerical schemes may be developed to conquer the dilemma. However, reliable results which can be used to verify these numerical schemes are scarce, even for those simplest one-dimensional conduction problems. In this note, analytical solutions for a one-dimensional conduction problem with two kinds of boundary conditions were provided using the method of separation of variables. The solutions were expressed as sum of a series of sine and cosine functions, depending on the boundary conditions. The temperature distribution for two cases, one for a given temperature boundary and the other one for a given flux boundary, were studied using both the analytical solutions and corresponding finite element simulations. The numerical results and theoretical ones agree almost exactly with each other at different time instants in both cases, proving the correctness of the analytical solutions. Numerical results also show that using mass-lumping techniques, which were generally used to eliminate numerical oscillation, can also yield precise enough results. Analytical solutions given in this note can be used to verify new numerical schemes.
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