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Abstract

Five market economies were investigated in a panel analysis for the proximate determinants of business 
cycles from 1960 to 2013. The propositions tested cut across most of the relevant schools of thought on 
the subject. Policy contexts such as monetary, fiscal, trade, technology, and strictly exogenous factors 
were covered in the analysis. Cycles of policies/factors were generated via two filters and subsequently 
subjected to causality analysis. Exogenous variables of different varieties were indicated as the drivers of 
business cycles in the sample. Appropriate resource management should constitute a key aspect of the 
policy design. 

Keywords: Monetary policy, Fiscal policy, Open economy macroeconomy, International business cycles, 
Technological change

Abbreviations

BP = Baxter-King’s band-pass filter; HP=Business cycle corresponding to Hodrick-Prescott Filter; CPI: 
Consumer Price Index (2005=100); DY=Domestic Output (GDP); EXDT=External Debt; FIMP=Fiscal 
Impulse Measured as the ratio of government expenditure to government revenue; FTTDY1=Fitted 
income series at lag 1; FTTDY4=Fitted Income Series at lag 4; FRIR=Foreign Real Interest Rate 
computed as the average 6 months deposit rate for USA, UK, Germany, Italy, Netherlands, France, Japan, 
and Switzerland; FYCUT= Industrial or foreign countries’ output at current prices; GCS=Government 
Consumption Spending; GEX= Government Expenditure; GIE=Government Investment Expenditure; 
GREV=Government Revenue; IIO= Index Of Domestic Industrial Output (2005=100); INDT=Internal 
Debt; INF=Domestic Inflation computed as the logarithmic change in CPI; RIR=Domestic Real Interest 
Rate; M1=Narrow Money Supply; M2=Broad Money Supply; MB1=Narrow Monetary Base; NFA=Net 
Foreign Assets; OP = Crude Oil Price; OPS= Openness; PCS=Private Consumption Spending; PIE=Private 
Investment Expenditure; PSC=Private Sector Credit; RER =Unweighted Multilateral Real Exchange Rate 
(average of five countries’ RER); TDBC=Trade Balance; and, TOT=Terms of Trade.
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Introduction
The influence of macroeconomic factors on business cycles could emerge from two 

sources: errant domestic or endogenous policies and external sector-linked exogenous 
developments. In either case, critical growth variables experienced significant adverse 
movements with industrial production and domestic output as the ultimate casualties. Thus, 
a scientific inquiry into the culpable macroeconomic factors and transmission mechanisms 
could help greatly our understanding of the growth dynamics of countries and the likely 
‘hedging’ strategies to reduce impact and possibly minimize the frequency of occurrence. This 
paper is devoted to the analysis of the role of macroeconomic factors in the business cycles 
of five differentiated developing market economies: Nigeria, South Africa, Mexico, Singapore, 
and India. To avoid traversing familiar grounds, the study adopted the key highlights of earlier 
literature [1] as they related to the Classical theory (encapsulating the Real Business Cycle 
theory), the Monetarist theory, the New Classical Macroeconomic School, the Keynesian 
School, and its variants notably, the New Keynesian School. The rest of the paper is organized 
as follows. In section 2, stylized economic facts on the case studies are presented. This is 
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followed by a discussion of the analytical framework, methodology, 
and preliminary operations. The empirical analysis comes next 
while some concluding observations constitute the final discourse.

Synopsis of Growth Episodes
Nigeria

The Nigerian economy appeared to have recorded significant 
growth performance in the period between 1961 and 2014. As 
measured by the growth rate of GDP, there appeared to have been 
about three episodes of growth: 1961-’73 with a peak of about 
8%, 1981-’84 with a peak of about 11%, and 2001-2004 with the 
highest rate of about 12% in 2004. The main drivers of growth in 
output during the period appeared to have been agriculture, oil and 
mining, general commerce, and services. Developments in some 
key macroeconomic variables revealed that, at its peak, agriculture 
contributed about 64% of GDP in 1960. This proportion declined 
to about 31.5% and 20.86% in 1990 and 2015 respectively. The 
recorded decline was not due to an increase in the industrial sector’s 
share rather it was occasioned by the neglect of the agricultural 
sector with oil and mining gaining ascendency to the foremost 
sector in revenue and foreign exchange generation. However, a 
major fallout of the policy lapse was that the economy had by 1982 
become a net importer of basic food items. The apparent increase in 
industry and manufacturing GDP proportions over the period could 
be attributed to the industrialization pace activated by oil exports’ 
revenues. Inflation episodes over the period were volatile, rising 
from a single digit in the 1960s to an all-time high of 72.74% in 
1995 but by 1998, the inflation rate had fallen to 10%. Since around 
2005, the country had been carrying an ambitious reform agenda, 
the most far-reaching element of which was basing the federal 
budget on a conservative reference price for oil, with any excess 
saved in a special Excess Crude Account (ECA). The challenging 
process of implementing reforms was revitalized in August 2010 
through the 2010 Roadmap that outlined the government’s 
strategies and actions to undertake comprehensive power sector 
reform to expand supply, open the door to private investment and 
address some of the chronic issues hampering the improvement of 
service delivery in the sector [2].

South Africa
The growth experience of South Africa over the past few 

decades provided a good example of the link between growth 
and investment. The country had abundant human, financial and 
natural resources. It also had very good infrastructure compared to 
other countries on the African continent. In the 1980s and 1990s, 
the country experienced average growth rates of 1.4% and 1% 
respectively. And, over the past decade, there had been a significant 
improvement in economic growth performance with an average 
growth rate of 3.9% for the period 2000-2010. The country could 
therefore be described as recording only one major growth episode 
that appeared to have peaked in 2005. Nevertheless, the growth rate 
of the 2000-2010 era was below those of fast-growing developing 
countries and, also well below the 5.3% average growth rate on 
the continent. Investment ratios in the country remained relatively 

unchanged over the past few decades. Over the period 1990–1999, 
the average investment to GDP ratio was 17.80 percent and for 
the period 2000-2011, it was about 18.85 percent, compared to 
the continental average of 18.91 and 19.45 percent and the world 
average of 19.45 and 22.15 percent for the same respective periods. 
The average investment ratio was about 16.3% in the period 1990-
1999 and about 17.9% from 2000-2011. Eyraud [3] presented 
evidence indicating that South Africa’s investment rate was indeed 
low when compared with fast-growing developing countries 
and that sluggish investment undermined growth in the country. 
Furthermore, he argued that investment in South Africa had been 
constrained largely by low private savings due to structural factors 
such as the high dependency ratio and increased urbanization. High 
real interest rates had also been found to hurt investment in South 
Africa. Generally, agriculture, industry, and price level changes 
appeared to have been the crucial growth-defining factors over the 
period, from 1960 to 2010.

Singapore
Singapore’s economic strategy produced real growth averaging 

8.0% from 1960 to 1999. The economy picked up in 1999 after the 
regional financial crisis, with a growth rate of 5.4%, followed by 
9.9% in 2000. However, in 2008-2009, the average growth rate again 
declined sharply due to the global financial crisis and uncertainty 
in export demands. The country appeared to have recorded three 
major episodes of the growth cycle with successive peaks of about 
13% (1967), 8.5% (1988, through to 1993), and about 6% (2010). 
There had been low levels of inflation of around 3% annually for 
several decades, except in the period 1971-1975 when it rose to an 
average of 9.7% due mainly to the oil crisis and inflationary trends 
in Western economies. A stable macroeconomic environment 
with low inflation had positively encouraged long-term business 
perspective in the planning of investment decisions and provided 
good returns on investments. Singapore’s saving rates were among 
the highest in the world. The mobilization of domestic resources 
appeared to have played a very important role alongside foreign 
capital in the economic development of the country. High savings 
and investment marked the development policy of Singapore state. 
According to [4], the gross national savings had steadily increased 
from minus 3% in the 1960s to an average of 28% in the 1970 and, 
41% in the 1980s and reached nearly 45% by 2001. However, the 
deficits between savings and investment during the period, 1965-
85, were due to a rise in investment rather than a decline in savings, 
which coincided with rapid industrialization and expanding 
industries. Despite many obstacles, Singapore managed to attain 
prosperity within a short period. Retrospectively, in the mid-1960s, 
Singapore had a large pool of less-educated workforce, high levels 
of unemployment and poverty, and along with the availability of 
poor natural resources, it had limited development options [5]. 
The structural transformation that took place caused a shift toward 
manufacturing activity as its share of GDP grew from 16.6% in 1965 
to 36% in 1980 and in 1993, it contributed about 34% of the total 
GDP and accounted for nearly 28% of employment. The economy 
also witnessed the growing importance of the services sector with 
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prominent activities such as transport, communications, business, 
and financial services. Since the early 1980s, the country had 
moved towards becoming an international financial center and this 
became increasingly vital for the economy’s overall growth. And in 
1993, services provided about 27% of the GDP and 11% of the total 
employment [6].

India
India is developing into an open-market economy yet, traces 

of its past autarkic policies remained. The country recorded an 
impressive average growth performance of about 7% per year from 
1997 to 2008. However, it appeared to have experienced three major 
episodes of growth cycles: 1963-’67, 1975-’87, and 1993-2007 with 
successive peaks of about 5%, 6% and 8%. Economic liberalization 
measures, including industrial deregulation, privatization of state-
owned enterprises, and reduced controls on foreign trade and 
investment, began in the early 1990s and served to accelerate the 
country’s growth. India’s diverse economy encompasses traditional 
village farming, modern agriculture, handicrafts, a wide range of 
modern industries, and a multitude of services. Slightly less than 
half of the workforce was in agriculture, but services were the 
major sources of economic growth, accounting for nearly two-
thirds of India’s output with less than one-third of its labor force. 
India’s long-term growth outlook was moderately positive due to a 
young population and corresponding low dependency ratio, healthy 
savings and investment rates, and increasing integration into the 
global economy. However, [7] indicated that the volatility statistics 
of key macroeconomic variables in India presented a mixed picture. 
For example, the volatility of aggregate GDP declined from 2.13 
in the pre-reform period to 1.78 in the post-reform period. This 
was attributed to a decline in the volatility of the agricultural GDP 
from 4.26 in the pre-reform period to 2.56 in the post-reform. 
Similarly, the volatility of investment declined from 5.26 in the 
pre-reform period to 5.10 in the post-reform period. Consumer 
prices, imports, government expenditure, and nominal exchange 
rate also became less volatile in the post-reform period. However, 
the fall in volatility was not common to all the macroeconomic 
variables that were considered in their study. Private consumption 
and exports experienced marginal increases in volatility from 1.82 
to 1.87 and 7.14 to 7.71 respectively in the post-reform period. 
Further, available statistics from World Development Indicator 
(WDI) suggested that growth in 2012 fell to a decade low of 5.6% 
as economic leaders struggled to improve the country’s wide fiscal 
and current account deficits. Rising macroeconomic imbalances 
in the country and improved economic conditions in the West 
led investors to shift capital away from India, prompting a sharp 
depreciation of the rupee.

Mexico
In Mexico, agriculture as a percentage of total GDP had been 

steadily declining, and gradually resembled that of developed 
economies in that it played a smaller role in the economy. In 2006, 
agriculture accounted for 3.2% of GDP, down from 7.9% in 1990, 
and 12.73% in 1970. However, it employed a considerably high 
percentage of the workforce: 18% in 2003, most of whom grew basic 

crops for subsistence, compared to 2-5% in developed countries 
where production was highly mechanized. The macroeconomic 
policies of the 1970s left the Mexican economy highly vulnerable to 
external conditions. These conditions turned sharply against Mexico 
in the early 1980s causing the worst recession since the 1930s with 
GDP growth falling to a negative of 4.2% and 3.8% in 1983 and 1986 
respectively. From around mid-1981, Mexico was beset by falling oil 
prices, higher world interest rates, and rising inflation that reached 
an all-time high of about 75.8% in 1986. By 1988, inflation had been 
brought under control, fiscal and monetary discipline was attained, 
relative price adjustment was achieved, structural reforms in trade 
and public-sector management were underway, and the economy 
was bound for recovery. However, these positive developments 
were inadequate to attract foreign investment and return capital in 
sufficient quantities for sustained recovery. A shift in development 
strategy became necessary, predicated on the need to generate a 
net capital inflow. In April 1989, the government announced a 
national development plan for 1989-94, which called for annual 
GDP growth of 6 percent and an inflation rate similar to those of 
Mexico’s main trading partners. The policy measures put in place 
appeared to have yielded positive results as the inflation rate came 
down to about 3.61% in 14 and the economy started showing signs 
of recovery. 

Analytical Framework, Methodology, and 
Preliminary Analysis

This study had to do with business cycle drivers in the open 
economy context. Essentially, it was a macro study of economic 
fluctuations cutting across monetary, fiscal, trade, and external 
sector-related issues, and technological changes as well as strictly 
exogenous (or world economic) factors. Thus, the propositions 
tested in the study covered the potency of monetary factors [8-
15], fiscal factors [16-18], trade/external sector linked factors 
[19-21], technology shocks [22-24], and exogeneity [8,25,26]. Also, 
to properly anchor the analysis within this framework, the prime 
question posed in the study was, could cycles in particular types 
of policies or exogenous occurrences explain cycles in domestic 
output? A bivariate panel causality analysis (of the Granger type) 
was deployed to handle this question. It was an atheoretical method 
in which the expectation of the result was reflected in the alternative 
hypothesis. The data employed in the analysis were obtained from 
[27]. Apart from being a panel study of five countries, this study 
also differed from [1] in one important respect. A fallout of [1] was 
the abysmal performance of fiscal factors; to explore all possible 
angles through which they could affect aggregate demand and/or 
industrial productions, government expenditure was decomposed 
into its consumption and investment constituents. Also, in line with 
the suggestion of the Monetarists to adopt a broad perspective 
on expenditure, private expenditure was introduced in the form 
of consumption and investment components. Further, following 
the suggestion in [1] on the proxy for technological changes, two 
types of trend GDP (at one and four lags) were used. Detrending of 
the various series was undertaken using Baxter-King’s Band-Pass 
(BP) and Hodrick-Prescott (HP) filters. The idea was to generate 
the cyclical components of the series which were expected to be 
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stationary. However, to assure the expected outcome, checks on the 
unit root status of the series were conducted using the procedures 
of Fisher’s Augmented Dickey-Fuller (Fisher’s ADF) and Fisher’s 
Phillips Perron (Fisher’s PP) tests. The results were as presented in 

Tables 1 & 2. As could be seen, in both BP and HP filters, all series 
except foreign income under the HP filter were integrated at level. 
The exception was integrated at first difference.

Table 1: Unit Root Tests - BP Filter.

Fisher’s ADF  Fisher’s PP

Cycle Level First Difference Level First Difference Decision

CPI

Constant Constant Constant Constant

I(0) 126.990 178.364 84.4424 198.718

 (0.0000)  (0.0000)  (0.0000)  (0.0000)

DY
131.471 170.557 161.383 111.273

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

EXDT
74.6024 116.545 94.6112 125.389

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FIMP
156.081 199.155 195.548 121.11

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FTTDY1
127.84 163.693 153.823 173.285

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FTTDY4
143.14 153.972 197.438 92.1034

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FRIR
163.496 187.374 173.945 122.925

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FYCUT
134.673 200.552 126.539  173.637

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

GCS
103.946 162.613 115.914 149.709

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

GEX
127.371  184.089 185.134 92.1034

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

GIE
109.709 159.178 198.17 104.577

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

GREV
127.485 181.223 166.555 134.048

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

IIO
129.061 164.956 169.133  118.437

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

INDT
108.222  156.148 147.553 144.89

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

INF
183.041  204.735 185.259 129.502

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

M1
119.552 179.949 113.322 138.041

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

M2
 104.425 154.835  95.9443  123.210

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

MB1
138.913 184.111  99.9976 107.484

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

NFA
126.702 181.936 172.109 117.095

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

OP
 130.193 178.196  232.746 92.1034

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)
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OPS
129.24 169.655 193.203  92.1034

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

PCS
113.828 171.989  101.639 165.599

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

PIE
113.475 152.235 196.155 112.114

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

PSC
113.928 164.954  135.924 141.888

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

RER
141.391 174.786 162.438 172.266

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

RIR
167.985 189.074 136.913 126.205

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

TDBC
 117.847 118.241  93.0469 84.3944

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

TOT
98.621 136.421 141.342 147.261

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

Table 2: Unit Root Tests - HP Filter.

Cycle
Fisher’s ADF

 

Fisher’s PP Decision

Level First Difference Level First Difference

CPI

Constant Constant Constant Constant

I(0) 36.141 78.94 19.05 53.337

(0.0001) (0.0001) -0.0396 (0.0000)

DY 
 44.758 112.84 38.157 155.163

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

EXDT 
13.485  52.547 25.442  89.647

I(0)
(0.0962 (0.0000) (0.0013 (0.0000)

FIMP 
 61.627 155.508 74.629 193.708

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FTTDY1
40.698 113.241 49.304 182.056

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FTTDY4
46.659  101.482 38.032 171.543

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FRIR 
 62.539 157.308  58.205 184.937

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

FYCUT
12.408  82.350 13.815  121.791

I(1)
(0.2586) (0.0000) (0.1816) (0.0000)

GCS 
23.525 74.523 21.753  118.437

I(0)
(0.009 (0.0000) (0.0164) (0.0000)

GEX 
28.363 120.451 42.067  195.255

I(0)
(0.0016 (0.0000) (0.0000) (0.0000)

GIE
40.198 110.04 53.7156  204.788

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

GREV 
34.204 108.351  36.698 183.348

I(0)
(0.0002) (0.0000) (0.0001) (0.0000)

IIO 
 49.491 101.025 38.208 144.959

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)
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INDT 
41.919  77.094 59.55  103.892

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

INF
85.958 150.356  84.534 146.934

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

M1 
30.143 95.28 30.006 133.686

I(0)
(0.0008) (0.0000) (0.0009) (0.0000)

 M2 
31.019  76.317 37.226 140.485

I(0)
(0.0006) (0.0000) (0.0001) (0.0000)

MB1 
63.047  130.865 72.226  167.973

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

NFA 
42.081 107.106 50.232 136.41

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

OP 
19.987 104.918 23.2264  165.946

I(0)
(0.0294) (0.0000) (0.0099) (0.0000)

OPS 
36.13 114.883 33.677 193.619

I(0)
(0.0001) (0.0000) (0.0002) (0.0000)

PCS 
30.448  87.137  26.185 99.598

I(0)
(0.0007) (0.0000) (0.0035) (0.0000)

PIE
 52.927  131.097 62.557 176.859

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

PSC
18.782  73.989 37.122 113.313

I(0)
(0.0161) (0.0000) (0.0000) (0.0000)

RER 
54.622  99.670 28.198 102.312

I(0)
(0.0000) (0.0000) (0.0017) (0.0000)

RIR
108.074 173.586 105.522 130.457

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

TDBC 
83.064 156.315 107.742 133.56

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

TOT 
41.645  95.889 39.999 131.748

I(0)
(0.0000) (0.0000) (0.0000) (0.0000)

The Result and Discussion
The results of the causality tests were presented in Table 3-6 

and discussed under the different filters and common occurrences.

Table 3: Domestic Output (DY)-BP Filters.

N u l l 
Hypothesis

                              Lags

1 2 3 4

Obs. F-Stat. (Prob.) Obs. F-Stat. (Prob.) Obs. F-Stat. (Prob.) Obs. F-Stat. (Prob.)

TDBC, DY
    225

0.6428(0.58)
  

DY, TDBC 2.1998(0.08)

EXDT, DY
143

3.4010(0.06)
139

0.7842(0.45)
135

4.0534(0.00)
131

6 . 5 9 9 0 ( 6 . 
E-05)

DY, EXDT 7.4855(0.00) 5.1700(0.00) 4.1143(0.00) 2.8592(0.02)

FTTDY1, DY
235

3 9 . 2 3 0 2 ( 2 . 
E-09) 230

1 0 . 8 4 5 6 ( 3 . 
E-05) 225

7 . 6 3 8 0 ( 7 . 
E-05) 220

9 . 2 6 1 3 ( 7 . 
E-07)

DY, FTTDY1 485221(0.00) 270574(0.00) 183235(0.00) 134257(0.00)

FTTDY4, DY 235 0.0123(0.91) 230 5.6652(0.00)  9 . 8 9 4 5 ( 4 . 
E-06) 220 7 . 8 0 5 9 ( 7 . E -

06)
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DY, FTTDY4 2 8 . 6 6 7 4 ( 2 . 
E-07)

3 7 . 2 7 8 0 ( 1 . 
E-14)

2 9 . 8 9 5 3 ( 3 . 
E-16)

29759.8(5E-
289)

FRIR, DY
235

0.0056(0.94)
230

4.8850(0.00)
225

3.2565(0.02)
220

3.0043(0.01)

DY, FRIR 4.4075(0.03) 3.3680(0.03) 1.3400(0.26) 0.3816(0.82)

FYCUT, DY
235

3.9846(0.04)
      

DY, FYCUT 4.4452(0.03)

IIO, DY
  230

1.3712(0.25)
  220

2.9394(0.02)

DY, IIO 2.5122(0.08) 3.4254(0.00)

M1, DY
235

6.8757(0.00)
230

7.1185(0.00)
225

7 . 7 6 5 3 ( 6 . 
E-05)  

6.0755(0.00)

DY, M1 0.0630(0.80) 0.9427(0.39) 0.5662(0.63) 0.5895(0.67)

M2, DY
235

6.0941(0.01)
230

5.0904(0.00)
225

6.3373(0.00)
 

4.1896(0.00)

DY, M2 0.6720(0.41) 1.3294(0.26) 0.8189(0.48) 0.5996(0.66)

NFA, DY
235

8.1548(0.00)
230

2.9066(0.05)
    

DY, NFA 6.0463(0.01) 4.4185(0.01)

OP, DY
235

3.9946(0.04)
230

3.8310(0.02)
225

2.3522(0.07)
  

DY, OP 1.4014(0.23) 0.5359(0.58) 0.1770(0.91)

OPS, DY
235

4.0626(0.04)
230

2.5037(0.08)
225

1.4007(0.24)
  

DY, OPS 9.2969(0.00) 5.2051(0.00) 2.8623(0.03)

PCS, DY
  230

2.9116(0.05)
225

3.3778(0.01)
220

2.3217(0.05)

DY, PCS 0.3411(0.71) 0.3286(0.80) 0.4503(0.77)

PSC, DY
235

0.7597(0.38)
230

1.9985(0.13)
225

0.5350(0.65)
  

DY, PSC 9.4734(0.00) 4.3175(0.01) 2.2741(0.08)

TOT, DY
175

4.3843(0.03)
  165

2.2905(0.08)
160

2.0348(0.09)

DY, TOT 1.7118(0.19) 0.0610(0.98) 0.0611(0.99)

Table 4: Industrial Output (IIO)-BP Filters.

N u l l 
Hypothesis

                              Lags

1 2 3 4

Obs. F-Stat (Prob.) Obs. F-Stat (Prob.) Obs. F-Stat (Prob.) Obs. F-Stat (Prob.)

EXDT, IIO
143

1.9636(0.16)
139

0.5688(0.56)
135

3.4485(0.01)
131

4.5378(0.00)

IIO, EXDT 5.0610(0.02) 3.4669(0.03) 2.6260(0.05) 1.766(0.14)

FTTDY1, IIO
235

36.7686(5.E-
09)

230

10.5181(4.E-
05)

225
5.0865(0.00)

220

7 . 9 6 4 6 ( 5 . E -
06)

IIO, FTTDY1 2087.41(6E-
118)

918.949(6E-
109)

703.145(9E-
112)

505.020(8E-
107)

FTTDY4, IIO
235

0.3044(0.58)
230

4.8692(0.00)
225

10.6113(2.E-
06)

220

7 . 8 0 7 5 ( 7 . E -
06)

IIO, FTTDY4 19.3247(2.E-
05)

36.2458(2.E-
14)

34.3196(3.E-
18)

395.361(9.E-
97)

FRIR, IIO
 

 

 230
4.2197(0.01)

225
3.3442(0.02)

220
2.7445(0.02)

IIO, FRIR 3.4516(0.03) 1.4142(0.23) 0.3352(0.85)

M1, IIO
235

7.5925(0.00)
230

7.3504(0.00)
225

6.777(0.00)
 

 

IIO, M1 0.0373(0.84) 0.8026(0.44) 0.6008(0.61)  

M2, IIO
235

7.0488(0.00)
230

5.8009(0.00)
225

6.3143(0.00)
220

4.4835(0.001)

IIO, M2 0.5862(0.44) 1.3842(0.25) 0.7387(0.53) 0.4339(0.78)

NFA, IIO
235

8.2815(0.00)
230

3.1085(0.04)
 

 

 
  

IIO, NFA 4.8774(0.02) 4.1152(0.01)  
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OP, IIO
235

1.4939(0.22)
230

2.5422(0.08)
 

 
 

 

IIO, OP 0.4544(0.50) 0.1100(0.89)   

OPS, IIO
235

3.9287(0.04)
 

 
 

 
 

 

IIO, OPS 5.4724(0.02)    

PCS, IIO
 

 
230

2.3667(0.09)
225

2.7881(0.04)
220

2.2000(0.07)

IIO, PCS  0.2510(0.77) 0.5058(0.67) 0.3486(0.84)

PSC, IIO
235

1.3775(0.24)
230

1.6867(0.18)
225

0.3750(0.77)
 

 

IIO, PSC 10.4140(0.00) 4.6277(0.01) 2.7420(0.04)  

TOT, IIO
175

3.1175(0.07)
 

 
 

 
 

 

IIO, TOT 1.6580(0.19)    

Table 5: Domestic Output (DY)-HP Filters.

N u l l 
Hypothesis

                              Lags

1 2 3 4

Obs. F-Stat (Prob.) Obs. F-Stat (Prob.) Obs. F-Stat (Prob.) Obs. F-Stat (Prob.)

EXDT, DYL
168

1.9507(0.16)
164

0.5143(0.59)
160

0.6556(0.58)
156

7.4421(2.E-06)

DY, EXDT 6.3770(0.01) 4.3499(0.01) 6.8574(0.00) 4.9120(0.00)

FTTDY1, DY
264

5.0265(0.02)
259

5.5182(0.00)
254

8.0486(4.E-05)
249

9.1742(7.E-05)

DY, FTTDY1 1028(1E-211) 1819(0.00) 1.50177.0(0.00) 113231.0(0.00)

FTTDY4, DY
264

2.9215(0.08)
259

3.3630(0.03)
254

2.7584(0.04)
249

9.1947(6.E-07)

DY, FTTDY4 7.8381(0.00) 18.6212(3.E-
08) 37.5516(5.E-20) 1 6 3 . 1 5 1 ( 3 . E -

67)

FRIR, DY
265

5.4739(0.02)
260

5.5181(0.00)
255

4.2078(0.00)
250

3.1992(0.01)

DY, FRIR 2.5009(0.11) 1.4790(0.22) 1.3004(0.27) 1.2974(0.27)

ΔFYCUT, DY
259

0.6406(0.42)
    244

0.3737(0.82)

DY, ΔFYCUT 8.4678(0.00) 2.2469(0.06)

IIO, DY
  260

2.6766(0.07)
255

1.8169(0.14)
250

2.6035(0.03)

DY, IIO 3.6925(0.02) 2.3590(0.07) 2.4569(0.04)

GCS, DY
265

0.0992(0.75)
260

1.1356(0.32)
255

2.1716(0.09)
250

1.9822(0.09)

DY, GCS 6.9796(0.00) 4.3751(0.01) 3.2667(0.02) 1.9627(0.10)

M1, DY
  259

2.5804(0.07)
  249

4.8352(0.00)

DY, M1 1.4814(0.22) 1.2849(0.27)

M2, DY
  260

2.5449(0.08)
  250

3.6472(0.00)

DY, M2 2.1806(0.11) 1.2991(0.27)

MB1, DY
265

7.1134(0.00)
260

3.2957(0.03)
255

4.2388(0.00)
250

5.7956(0.00)

DY., MB1 9.6418(0.00) 4.1142(0.01) 3.2573(0.02) 2.4802(0.04)

NFA, DY
265

3.3409(0.06)
260

1.3312(0.26)
255

1.0502(0.37)
250

1.0851(0.36)

DY, NFA 4.6513(0.03) 3.3861(0.03) 2.4465(0.06) 2.0004(0.09)

OP, DY
265

7.8290(0.00)
260

4.1042(0.01)
255

3.4561(0.01)
250

2.5249(0.04)

DY, OP 0.4599(0.49) 0.2593(0.77) 0.1732(0.91) 0.1607(0.95)

OPS, DY
265

8.7688(0.00)
260

3.7294(0.02)
255

5.2162(0.00)
250

6.2641(8.E-05)

DY, OPS 25.3542(9.E-
07) 1.8435(0.16) 3.0056(0.03) 2.6387(0.03)

PCS, DY
265

0.0060(0.93)
260

0.9266(0.39)
255

2.3249(0.07)
250

1.9718(0.09)

DY, PCS 4.9662(0.02) 2.7185(0.06) 1.7540(0.15) 1.2375(0.29)

PSC, DY
212

0.1000(0.75)
208

2.6877(0.07)
204

1.7143(0.16)
200

1.9682(0.10)

DY, PSC 18.7439(2.E-
05) 5.9891(0.00) 3.0082(0.03) 2.5354(0.04)
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Table 6: Industrial Output (IIO)-HP Filters.

N u l l 
Hypothesis

                                                            Lags

1 2 3 4

Obs. F-Stat (Prob.) Obs. F-Stat (Prob.) Obs. F-Stat (Prob.) Obs. F-Stat (Prob.)

EXDT, IIO
168

1.5904(0.20)
164

0.4635(0.62)
160

0.6793(0.56)
156

6 . 7 9 5 1 ( 5 . E -
05)

IIO, EXDT 4.6481(0.03) 2.9742(0.05) 4.3936(0.00) 3.3495(0.01)

FTTDY1, IIO,
264

3.9366(0.04)
259

0.0216(0.97)
254

0.2708(0.84)
249

0.1134(0.97)

IIO, FTTDY1 1950(4E-123) 1262(1E-132) 8 4 6 . 5 2 8 ( I E -
129)

626.743(1E-
125)

FTTDY4, IIO
264

1.2518(0.26)
259

1.9909(0.13)
254

1.6977(0.16)
249

8 . 2 8 5 4 ( 3 . E -
06)

IIO, FTTDY4 6.9656(0.00) 14.3949(1.E-
06)

34.1600(2.E-
18)

156.477(1.E-
65)

FRIR, IIO
 

 
260

4.6117(0.01)
255

3.2714(0.02)
250

2.6697(0.03)

IIO, FRIR  1.4914(0.22) 1.2290(0.29) 1.0943(0.35)

ΔFYCUT, IIO
259

0.1142(0.73)
 

  

 

 
244

0.0649(0.99)

IIO, ΔFYCUT 8.0218(0.00)   2.0706(0.08)

GCS, IIO
265

0.2330(0.62)
260

0.7878(0.45)
 

 
 

 

IIO, GCS 5.4613(0.02) 3.8030(0.02)   

M1, IIO
 

 
259

2.8952(0.05)
 

 
249

4.5633(0.00)

IIO, M1  1.7476(0.17)  1.4529(0.21)

M2, IIO
 

 
260

2.7527(0.06)
 

 
250

4.0511(0.00)

IIO, M2  2.4334(0.08)  1.4022(0.23)

MB1, IIO
265

7.0218(0.00)
260

3.6435(0.02)
255

3.8317(0.01)
250

4.4776(0.00)

IIO, MB1 8.5734(0.00) 3.4428(0.03) 2.5403(0.05) 1.8018(0.12)

NFA, IIO
265

2.6209(0.10)
260

1.3346(0.26)
255

1.0980(0.35)
 

 

IIO, NFA 3.7711(0.05) 2.9289(0.05) 2.1995(0.08)  

OP, IIO
265

4.0617(0.04)
260

2.3494(0.09)
255

2.4740(0.06)
 

 

IIO, OP 0.0085(0.92) 0.0114(0.98) 0.0061(0.99)  

OPS, IIO
265

6.3824(0.01)
260

3.7388(0.02)
255

3.5209(0.01)
250

4.0266(0.00)

IIO, OPS 24.7521(1.E-
06) 1.3782(0.25) 1.4898(0.21) 1.5007(0.20)

PCS, IIO
265

0.0082(0.92)
260

0.8561(0.42)
 

 
 

 

IIO, PCS 4.7930(0.02) 2.7963(0.06)   

PSC, IIO
212

1.1982(0.27)
208

1.9365(0.14)
204

1.2073(0.30)
200

1.5185(0.19)

IIO, PSC 21.2100(7.E-
06) 5.3705(0.00) 2.7465(0.04) 2.0944(0.08)

TOT, IIO
205

3.8022(0.05)
200

2.4215(0.09)
 

 
 

 

IIO, TOT 1.2653(0.26) 1.3450(0.26)

BP Filter
Considering DY: at lag 1, MI, M2, and OP Granger-caused 

DY unidirectionally while, EXDT, FTTDY1, FTTDY4, FYCUT, NFA, 
and OPS causalities were bidirectional. M1, M2, and OP repeated 
the unidirectional causality performance at lag 2 with FTTDY1, 
FTTDY4, FRIR, NFA, and OPS as bidirectional. At lag 3, FRIR, M1, M2, 
OP PCS, and TOT Granger-caused DY unidirectionally while EXDT, 
FTTDY1, and FTTDY4 were bidirectional cases. Lastly, at lag 4, DY 
was Granger-caused unidirectionally by FRIR, M1, M2, PCS, and 

TOT with EXDT, FTTDY4, and IIO as bidirectional. Considering IIO: 
at lag 1, M1, M2 and TOT were the unidirectional causality cycles 
while FTTDY1, NFA, and OPS were bidirectional. At lag 2, M1, M2, 
OP, and OPS Granger-caused DY unidirectionally while FTTDY1, 
FTTDY4, FRIR, and NFA had bidirectional effects. At, lag 3, FRIR, M1, 
and M2 constituted the unidirectional causality cycles with EXDT, 
FTTDY1, FTTDY4, and PCS as bidirectional. Finally, at lag 4, FRIR, 
M2, and PCS were unidirectional while EXDT, FTTDY1, FTTDY4, and 
DY were bidirectional.
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HP Filter
Considering DY: at lag 1, FRIR, OP, and TOT Granger-caused DY 

unidirectionally with FTTDY1, FTTDY4, MB1, NFA, and OPS being 
bidirectional. At lag 2, the unidirectional causalities involved FRIR, 
M1, M2, OP, OPS, and TOT with FTTDY1, FTTDY4, IIO, MB1, and PSC 
coming as bidirectional. At lag 3, FRIR, OP, PCS, and TOT were the 
unidirectional causalities while FTTDY1, FTTDY4, GCS, MB1, and 
OPS were bidirectional. Lastly, at lag 4, FRIR, GCS, M1, M2, OP, and 
PCS constituted the unidirectional causalities with EXDT, FTTDY1, 
FTTDY4, IIO, MB1, and OPS as the bidirectional cases. Considering 
IIO: at lag 1, only two cycles Granger-caused IIO unidirectionally - 
OP and TOT while three cycles were bidirectional - FTTDY, MB1, 
and OPS. At lag 2, FRIR, M1, OP, OPS, and TOT were unidirectional 
causalities with M2 and MB1 as bidirectional. At lag 3, FRIR, OP, and 
OPS were unidirectional while only MB1 was bidirectional. Finally, 
at lag 4, FRIR, M1, M2, MB1, and OPS were unidirectional, EXDT 
and FTTDY4 were bidirectional. In general, under the BP Filter, TOT 
causalities were observed to have been established at 10%; GCS 
and PCS causalities were mostly at the same level of significance 
under both filters. All others were at 1% or 5%.

Common grounds
At lag 1, no unidirectional causality was recorded but FTTDY1, 

NFA, and OPS were bidirectional. At lag 2, M1 and OP were 
unidirectional with FTTDY1 and FTTDY4 as bidirectional. At lag 3, 
OP, PCS, and TOT were the unidirectional causalities while FTTDY1 
and FTTDY4 were bidirectional. At lag 4, FRIR, M1, and M2 were the 
common unidirectional causalities with FTTDY1, FTTDY4, and IIO 
as the bidirectional ones. Thus, the most common unidirectional 
causalities (as at least, 50% frequency) were M1 and OP while 
FTTDY1 and FTTDY4 qualified for bidirectional status.

Conclusion
The result of the investigations in this study revealed that 

money, narrowly defined, the price of crude oil, and technological 
changes were the credible drivers of business cycles in the countries 
examined. By implication, the drivers of output and industrial 
production cycles in these economies were mostly exogenous. 
Thus, the result appeared to have narrowed the focus of policy 
authorities in these countries to resource management. In the first 
place, a rule-based monetary policy could be beneficial in ensuring 
stability in investment and output growth. Secondly, the implication 
of the finding on the oil price is two-pronged. For the only crude 
oil exporter in the sample, Nigeria, the recommendations detailed 
in Ogun (2020) [1] on the management of revenue from oil export 
to ensure macroeconomic stability appear to apply in all respects. 
Thus, the use of a conservative bench-mark for fiscal budget could 
ensure significant fiscal savings in times of boom to be applied for 
expenditure smoothening in recession. For the rest of the sample 
that were major oil importers, savings would have to be generated 
from non-oil-linked activities. This might not be arduous given the 
remarkable saving rates in Singapore, Mexico, and India. However, 
patronage of fuel-efficient production technologies could be a 
rewarding hedging tactic. The fallout of the result on technological 
factors would appear to point in the direction of little interventional 

efforts by these countries. Being bidirectional, technological 
changes also generated benefits. However, understanding the 
sources of the changes (that is, the activities accounting for the 
technical changes) could aid the design of policies to reduce the 
duration of the linked cycles.
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