
Modified Bully Algorithm Incorporating the 
Concept of Election Commission

Gajendra Sharma*1 and Anmol Shakya1 
1Department of Computer Science & Engineering, school of Engineering, Department of 
Computer Science and Engineering, Kathmandu University, Nepal 

Abstract

Distributed computing system comprises of several nodes performing multiple task or same task in 
parallel. It is usually desirable to have a single node which governs the activity of all these nodes known as 
coordinator. The purpose of this study is to propose a suitable algorithm for selection of the coordinator in 
efficient manner. In this work we have developed a new algorithm based on the concept of special type of 
node, Election Commission (EC), which conducts the activity of selecting the coordinator through election 
procedure. We have compared out work with the most popular election algorithm, Bully Algorithm, by 
Garcia Molina and the Improved Bully Algorithm. It was found that our study outperformed other two in 
context of memory efficiency and message generation in the system. In this work we assumed the EC as 
an ideal one so for future work we can upgrade the study by assuming the realistic behavior of the EC.

Introduction

Distributed computing system is a very complex system of interconnected processors 
which need to run different processes as per the requirement. The process that needs to be 
processed might require different kind of resources which may not be in the local host so the 
process needs to either migrate the process or request for the resources from the remote 
location. However, the task of both migrating the process and requesting the resources 
from the remote location is not an easy task. Many things have to be considered to perform 
such task correctly and consistently. There need to be cooperation between the different 
participating processes, if not the process might get corrupted, the integrity of the resource 
might get compromised, the system might not be consistent, and many other difficulties 
may arise. Centralized control in distributed system helps to achieve mutual exclusion, time 
scheduling, load balancing, and synchronization in comfortable way then in ordinary ad-
hoc system. Therefore, to perform this task there need to be good coordination between the 
processes which is maintained by the special process known as coordinator (leader) process.

The coordinator process helps to manage the tasks and maintain the coordination in 
the distributed system so that the system does not have to suffer from problems like dead-
lock, thrashing, loss of consistency, etc. However, for coordinator to perform these tasks, first 
the coordinator has to be selected. The main role of an elected coordinator is to manage the 
use of a shared resource in an optimal manner which in turn maintains the coherency of the 
system even during partial failures. There are different algorithms to select the coordinator 
process in the distributed system. The most popular among those election algorithms is bully 
algorithm by Garcia [1]. The general task performed by and election algorithm is selecting one 
of the live process as the coordinator process which then performs the coordination task in 
the distributed system.

Distributed system has been a field of interest for many researchers in present time 
because it has unlocked many possibilities in the field of computing. Cloud computing and 
grid computing are the good examples of distributed system which has changed the way 
how computing used to be in past. Although, distributed system has unlocked possibilities, 
it also has arisen problems like increasing the data traffic in the network, difficult in 
maintaining consistency, difficulty in data security and integrity, etc. This type of problem 
is more dangerous in ad-hoc network, since there is no any control on how the task should 
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be performed so the idea of single coordinator seems better and 
easy way to manage mess in the network. Selection of coordinator 
is generally performed by issuing different kind of messages 
like election message, acknowledgement message, coordinator 
message etc. [1-5]. In bully algorithm itself, the election process 
generates messages like election initiation message, OK message 
and coordinator message [1]. But issuing many messages means 
more network traffic which degrades the efficiency of the entire 
distributed system, so it is necessary to minimize the amount 
of messages as low as possible. Designing a new algorithm for 
selection of coordinator which issues lesser messages as well as 
decreases the amount of redundancy message in the network can 
solve this problem and may raise the overall performance of the 
system.

Coordinator selection process generally has two basic steps initiating 
an election process and selecting the coordinator process, however 
in between these two processes many messages are generated and 
broadcasted, multi-casted or unicasted. Too much message means more 
time, more data traffic in the network and more process overhead, which 
is not desirable. So, the main objective of this paper is to propose such 
election algorithm which minimizes these problems.

Statement of problem

The bully election algorithm is widely used election algorithm in 
distributed system however it has certain shortcomings. Although the 
bully algorithm is easy to implement but its communication complexity 
is high. In this algorithm there are three types of messages that 
is issued between electioneer and rest of the participating nodes: 
election message, OK message and coordinator message. In best case this 
algorithm has to issue 1 election message and N-1 coordinator message 
s which is denotes as o(n) where as in worse case this election has to 
issue 
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−∑  election message N-1 OK message and N-1 coordinator 
message denoted by 2( )o N  [3]. It is preferable to achieve the linear 
communication complexity of the algorithm for better performance 
of the overall system because less inter-process communication 
means less traffic and better performance.

Another important problem that many election algorithm faces 
is when two or more processes detects the coordinator failure 
simultaneously. In this case most of the algorithm has to restart and 
this rises redundant election messages, so it is preferable to avoid 
the problem of simultaneous failure detection. This problem has 
been somehow minimized in [3] but still there is some more room 
for improvement which we will discuss later in this paper. 

Literature review

Different election mechanism has been proposed to improve 
the overall performance of the distributed system. Bully election 
algorithm by Garcia Molina is one of the simplest and widely used election 
algorithms in the distributed computing system. Many researchers 
has studied this algorithm and have proposed different version of 
modification to the original bully algorithm. Since the main pitfall of 
the original bully algorithm is its runtime complexity 2( )o N , most of 
the modified algorithm has worked upon to resolve this problem, but 

they have traded off some other performance metrics in return. We will 
look into some of the modified version of the bully algorithm in this 
section.

Garcia [1], proposed Bully algorithm for electing the coordinator 
node in the distributed computing system. This algorithm is one of the 
most promising and widely used election algorithms even today. In this 
algorithm the author made assumption that:

a) Each process have a unique priority number

b) Each process have knowledge of the priority number of 
all other processes in the system

c) The winner of the election is always the alive process 
with largest priority number

d) A failed process can rejoin the system after its recover

e) And this model is time bounded 

This algorithm has following steps:

a) A failure of coordinator node is detected by process P

b) The process p initiates the election mechanism by sending 
the election message to all the nodes having greater priority number 
than p

c) If the sending node does not receive the ok message for 
certain threshold time, the process p elects itself as the coordinator 
and sends coordinator message to all the nodes in the system.

d) When the receiving node receives the election message 
from the node with lower priority it send back the ok message to that 
node and initiates its own election by sending election message to the 
nodes having higher priority than itself

e) Finally, the election process ceases at some point and 
only one node will be remaining which will be the coordinator node

f) The coordinator node broadcast the coordinator 
message to all the nodes in the system and announces its victory

Although this algorithm is simple and easy to implement in 
distributed system, the main drawbacks of this election algorithm is 
that it produces lots of message during the election process with time 
complexity of 2( )o N . Each node has to keep the record of all other 
node in the system which is a data over head if the system has large 
number of nodes in it. There is also redundancy in election when 
the older coordinator is recovered; the election has to be initiated to 
re-instate the older coordinator as new one. Another disadvantage 
is that if two or more nodes detect the failure simultaneously the 
whole election process has to restart adding more burden in the 
system.

Kumar et al. [2], presented a new approach of bully algorithm 
which minimizes the redundancy in electing the coordinator, 
reduce the recovery problem of a crashed process and maximize the 
effectiveness of traditional bully algorithm. The assumptions made 
in this algorithm by the authors are same as in Bully algorithm. 
Unlike Bully algorithm this one has 5 different types of messages: 
election message, OK message, Query message, answer message 
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and coordinator message. The election algorithm proposed by the 
authors is as follow

A.  Like Bully algorithm, the process detecting the failure 
sends the election message to all the nodes with higher priority 
than oneself

B. If no OK message is receiving process P select itself as 
the coordinator and broadcast the coordinator message to all the 
nodes

C. If it receives the OK messages from the nodes with 
higher priorities, it selects the node X with the highest priority 
number and issues a coordinator message notifying that the 
coordinator is node X

the query message is issued by any node that has recovered. as 
soon as the node recovers it issues the query message to all the nodes 
having higher priority number than itself. if the answer message is 
received than it will know who the current coordinator is. if it does not 
receive the answer message than it will know it has the highest priority 
number, so it issues the coordinator message to rest of the node and 
elect itself as the new coordinator.

This algorithm is improvement over the Bully algorithm in case 
of minimizing the redundancy election. However, this algorithm also 
fails to address the problem when two or more nodes detect the failure 
node simultaneously. This problem is same for the recovered node 
too if two or more nodes is recovered at the same time there might be 
conflict in the result as well. The time complexity of the algorithm is 
still 2( )o N  same as that of Bully algorithm and it still has to maintain 
the database of the nodes in the system to know the priority of each 
processes.

Gupta et al. [5], proposed an algorithm that claims to 
outperform the original Bully algorithm [1] and the modified Bully 
algorithm [2] in case of minimum memory uses, since in this algorithm 
the nodes do not have to know the priority information about other 
nodes in the system. Author also claims that this algorithm is less 
complex, and it maintain a smaller number of messages passing during 
the communication. The assumptions made in this algorithm are: Each 
process has a distinct priority number, no need to know the priority 
number of other processes, no time bound and the process with 
highest priority is elected as coordinator. The overview of the 
proposed algorithm is as follow:

A. When the process P detect the coordinator failure 
it broadcasts the leader crash message along with its own priority 
number

B. All the process with higher priority number than that 
of P should respond with the OK message

C. If the process P does not receive any response from other 
nodes it elects itself as an coordinator and broadcast the coordinator 
message

D. When the processes with higher priority level respond to 
the leader crash message by process P the process P selects the one with 
the highest priority level as the coordinator and broadcast this to all the 
nodes in the system

This algorithm is better than previous algorithms in the context 
of message passing during election process. However, like previous 
algorithm it has not specified the simultaneous failure detection 
case. Another problem identified in this algorithm is that, as this 
algorithm claims to be time unbounded, there is always a possibility 
that the coordinator is falsely detected as the failure when coordinator 
is alive but busy to respond. This algorithm has not specified the case 
with in what circumstances the node is declared failed.

Allen et al. [4], proposed Enhanced Bully algorithm for leader node 
election in synchronous distributed system which claims to enhance 
bully algorithm by decreasing the time complexity and minimizing the 
message passing during election process. Authors have also included the 
scheme of tie breaker time as the solution to the simultaneous elections 
initiated by different node, which was not addressed properly in 
previous works.

In this work authors have proposed a new concept of dividing 
the entire system in to two sets: Candidate set and Ordinary set. The 
Ordinary set comprises of nodes having low priority level where as 
the Candidate set comprises of node having higher priority level. 
Here all nodes have to have the knowledge of the priority level of 
all the nodes in the system. In this work the election procedure for 
different cases like Ideal Case, Candidate Failure Case, Electioneer 
Failure Case, Simultaneous Election Case and Node Revival Case has 
been addressed.

Although this algorithm have lots of improvement over the Bully 
algorithm and other modified versions of Bully algorithm there are 
still some pitfalls. Here the author have introduced the wait times 
like, election wait time and ok wait time. This metric might degrade 
the overall system performance as the system might have to wait 
even when the job is completed. The dynamic measure to calculate 
those wait time could have solve this problem.

Soundarabai et al. [6], proposed Improved Bully election 
algorithm for distributed systems. In this algorithm they have made 
all the assumption same as that of bully algorithm and additional 
assumptions that all processes hold an election flag and if this flag 
is true election cannot be initiated by any process and another 
assumption that all processes have a variable to store coordinator 
information. This algorithm claims to solve the problem of 
simultaneous election as the election flag prevents any node to 
commence the election when it is true. This algorithm is similar to 
other modified bully algorithms, the overview of algorithm is states 
as follow:

A. When the process P detects the failure coordinator it 
sets it election flag true and broadcast the election message.

B. The receiving nodes sets its election flag to true so that 
no further election could be commenced

C. All the nodes with higher priority number receiving the 
election message replies to the process P with OK message

D. The process P finds the highest priority among the 
received OK message and replies back to that particular node with 
highest priority informing that it is the new coordinator
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E. The new coordinator then check if any node having 
higher priority is still alive or not

F. If it receives the OK message the new coordinator is 
that node

G. If it does not receive the OK message than this node 
broadcast the COORDINATOR message to rest of the nodes and declare 
itself the coordinator.

Although, this algorithm has improved the Bully algorithm and 
also has solved the problem of the simultaneous election, it still has 
increased data burden. All the nodes have to have the knowledge of the 
priority of other nodes which demand data space in each node resulting 
in redundant data storage. There is also no any specified time or event 
that tells the nodes to wait or move on with the procedure. So, it should 
also have been mention for better reliability.

Theoretical foundation

Coordinator election is very important activity in distributed 
system. We have already seen some of the coordinator election 
algorithm in distributed system and there are other many more 
election algorithms. But when it comes to election in distributed 
system the Bully algorithm has been a foundation to many election 
algorithms in distributed system. In this work also we are using the 
Bully algorithm as the foundation of our algorithm. All the assumption 
made for the Bully algorithm by Garcia [1] is true except for the condition 
that each node in the system has to know the priority number of the 
all the nodes in the system. In this algorithm of our, only the special 
node called the election commission node has to know the priority 

level of all the nodes in the network there for this algorithm alleviates 
the burden of storing the priority level of all the nodes in the system 
by each node. Another change that is made in our algorithm is that 
the election process is conducted only by the election commission, 
which means rest of the nodes in the system need not worry about any 
kind of the election related task like initiating the election message or 
broadcasting the coordinator message.

Bully algorithm involves all the nodes of the system in the election 
procedure which might arise the difficulty in managing the election 
task when the number of the nodes per system increases. The 
election is also conducted in several stages by the nodes of the system 
which increases the election time and productive work has to wait 
until the election is completed. In best case the election is conducted 
in single stage when the node having priority just less than the failed 
coordinator node detects the failure. But when the node with the lowest 
priority detect the failure the election has to be conducted N-1 times 
(where N is total number of nodes in the system), which increases the 
time complexity as the number of nodes grows. But in our algorithm, 
the node detecting failure with any priority level will only commence 
the election once saving the valuable time of the system.

We have already mentioned the assumptions made and overview of 
algorithm in Bully algorithm by Garcia Molina in our previous section; 
now let’s look at an example of how this algorithm is implemented. 
Let us consider there are 7 nodes in the system with seven priority 
levels and the coordinator node for time being is node 7. But this node 
has crashed and the node 2 has detected the failure. The scenario is 
depicted in the Figure 1.

Figure 1:

(a): Node 2 detects the failure and issues ELECTION message to nodes having greater priority level than itself.

(b): Nodes with greater priority level reply to Node 2 with OK message stating their liveliness.

(c): Each node which replied with OK message initiates its own election by sending ELECTION message to nodes 
with greater priority than oneself.

(d): The alive node reply with OK message.

(e): The only remaining node which did not receive the OK message from higher priority node is new coordinator 
(Node 6), and finally broadcast the COORDINATOR message to declare its win.



5

Int J Conf Proc       Copyright © Gajendra Sharma

ICP.MS.ID.000507. 1(2).2019

Election commission based modified bully algorithm

In this work we have proposed a new election algorithm based 
on the Bully algorithm: Election Commission Based Modified Bully 
(ECBMB) Algorithm. This algorithm implements the same semantics 
as in Bully algorithm for election process. However, we have made 
modifications that will enhance the performance of the original Bully 
algorithm by Garcia Molina.

Assumption for ECBMB algorithm:

A. All the assumption made in original Bully stand true 
except that each node in the system have knowledge of the priority 
level of all other nodes

B. Election Commission (EC) node is a special node which 

conduct the election in the system

C. Only EC node need to know the priority level of all the 
nodes in the system

D. The alive node having highest priority level will be 
selected as the coordinator

E. EC node only response to the first node which notifies 
about the failure for that round

F. EC is assumed to be ideal node and is not susceptible to 
failure

Here we use 8 types of messages failure detected message, test 
message, ack message, election message, ok message, coordinator message, 
query message and answer message Figure 2.

Figure 2: Steps of the algorithm when operated in normal scenario.

Failure detected message: this message is issued by the node which 
detect the failure of the coordinator. This message is issued to the EC node.

Test message: upon receiving the failure detected message the EC 
node issues test message to ping if the coordinator has really failed or not.

Ack message: ack message is issued by the EC node to inform that 
the coordinator has failed or not to the node which issued failure detected 
message earlier.

Election message: upon detection of failure of the coordinator node 
and acknowledged the failure detecting node, the EC issues the election 
message to all the nodes having priority level greater than the node which 
detected failure.

Ok message: this message is send by all the nodes which received the 
election message to inform the EC commission that they are alive

Coordinator message: after receiving the ok message the EC finds the 
node with the highest priority level and broadcast coordinator message to 
inform the entire node about the new coordinator.

Query message: this message is issued by the node which has 
recovered to the EC node to know who the current coordinator is.

Answer message: this is issued by the EC node in response to the 
query message to answer who the current coordinator is. We have designed 

this algorithm to address 3 basic scenarios: normal election scenario, 
simultaneous detection scenario and node recover scenario.

Normal election scenario

The steps in normal election scenario are as follow:

A. Start

B. The process P detects the coordinator failure

C. Process P add its priority level and issues FAILURE DETECTED 
message to EC

D. EC on receiving FAILURE DETECTION message issues the TEST message 
to confirm the coordinator has really failed

E. If coordinator is still alive:

a) The EC issues ACK message to process P that the coordinator is 
alive

b) END

F. If coordinator has failed:

a) The EC issues the ELECTION message to all the nodes in the system 
having higher priority level than process P
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G. If EC receives no OK message as reply form any of the nodes

a) Process P is selected as new coordinator

b) EC broadcasts the COORDINATOR message to all the nodes in the 
system informing P as the new coordinator

c) END

H. IF EC receives OK messages from the nodes

a) The EC computes the highest priority level among the OK 
message senders

b) EC selects the node with the highest priority as the coordinator

c) EC broadcast the COORDINATOR message to all the nodes in 
the system about new coordinator

d) END

Simultaneous detection scenario

Figure:3   
 
(a): Node 7  is dead.

(b):  Node 7 recovered and issued QUERY message.

 (c):  EC replied with ANSWER message to notify about new coordinator.

When two or more processes detects the failure of the coordinator at 
the same time, the processes issues the failure detected message to the EC. 
the EC only respond to any one of the process and ignores the request of rest 
of the processes. after responding to one of the failure detected message 
the rest of the procedure is same as that of normal scenario.

Node recover scenario

When the previously failed node recovers from its failure state, 
the node has no knowledge about the current coordinator, so it issues 
the QUERY message to the EC which is responded by the ANSWER 
message from the EC informing the querying node about the current 
coordinator of the system. This algorithm has no provision of selecting 
the recovered node as the coordinator even if the recovered coordinator 
has the highest priority among all other node. This node has to wait 
until the next election. This saves redundant election and the also 

minimizes the generation of unnecessary messages in the system. The 
example is shown in Figure 3.

Methodology

In this algorithm of ours we have a special node, Election 
Commission node, which conducts all the election operation. The time 
taken to perform single transmission is denoted as T t x . The default 
value of T t x is considered as 200 micro second as per the experiment 
conducted in [4]. This time is use to test the performance of the each step 
of the algorithm, for example when the failure is detected by the process 
P, that process sends the failure detected message to EC and EC performs 
TEST and then acknowledge the process P which take in total of 4 message so 
the average time for this operation can be calculated as 200*4=800micro 
second (Figure 4).

Figure 4: Comparison of memory space occupied by each algorithm.
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In order to perform the comparison of our work with other 
works we first evaluated the basic working equation for each 
scenarios (Normal, Simultaneous, Node Recovery) and input the 
variable to calculate the performance metrics like latency and the 
number of message generated. This type of mathematical operation 
is performed by writing a simple C-programming code which 
inputs the variables like the total number of nodes (N), Priority 
level of current node (R) and default latency of the system. This 
program outputs the number of message generated in each election 
and the total time taken to perform the complete selection of the 
coordinator node.

Once the program is ready, the collection of data for different 
scenario is relatively easy. After the program is coded the only 
requirement will be to input the variables which will output the 
required data that will be used for comparison of our algorithm with 
the rival one. The main competitor selected for the comparison with 

our algorithm is the Bully algorithm by Garcia [1] and Improved Bully 
Election Algorithm [6].

Results

We are going to compare our algorithm with two other 
algorithms: Bully Algorithm and Improved Bully Election 
algorithm. The metric that we will be evaluating are Memory/Space 
utilization, Message generation in network and the latency of the 
process. Memory space is also one of the important components in 
any computing system though it is considered less important than 
time factor. However, the performance of the system is improved 
with higher free memory so it is always good to utilize the available 
memory efficiently. It is found that our algorithm outperforms 
the other two algorithms in using the less memory. This result is 
depicted in Table 1. It is assumed that the information of each node 
requires 1byte of memory (Figure 5).

Figure 5: Comparison of message generated by each algorithm in Best case Table.

Table 1: Overall System Memory Usage by 3 Schemes.

Bully

Algorithm

Improved Bully

Algorithm

ECBMB

Algorithm

Number of 
nodes in

System

Memory 
Uses

in Bytes

Memory Uses

in Bytes

Memory Uses in

Bytes

10 90 90 10

20 380 380 20

40 1560 1560 40

60 3540 3540 60

80 9860 9860 80

100 9900 9900 100

The number of messages issued for original Bully election during 
the election in normal scenario is explained by M= (N-R+1) (N-R) + (N-1) 
[5]. Similarly, the number of message issued foe Improved Bully Algorithm 
in normal scenario is explained by M=3N-R+2 [6] and for ECBMB is 
explained by M=3N-2R+1. Where M is number of messages generated, 
N is the number of the nodes in the system and R is the priority 

level of the node which detected the failure of the coordinator. The 
comparative study of message generated in the system by each 
of the algorithm is depicted in Table 2 for best case and Table 3 
for worse case. Case is considered best when R=N-1 and case is 
considered worse case when R=1 (Figure 6).

Table 2: Message generated in best case by all algorithms.

Bully Algo-
rithm

Improved Bully 
Algorithm

ECBMB Algo-
rithm

No. of 
Nodes in

the System

No. of Mes-
sage

Generated

No. of Message

Generated

No. of Message

Generated

10 11 23 13

20 21 43 23

40 41 83 43

60 61 123 63

80 81 163 83

100 101 203 103
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Table 3: Message generated in worse case.

Bully Algorithm Improved Bully Algorithm ECBMB Algorithm

No. of Nodes in

the System

No. of Message

Generated

No. of Message

Generated

No. of Message

Generated

10 99 31 29

20 399 61 59

40 1599 121 119

60 3599 181 179

80 6399 241 239

100 9999 301 299

Figure 6: Comparison of message generation by each algorithm in worse case.

We see that ECBMB algorithm generates less message both in best 
and worst case. It is also seen that Bully algorithm generates highest 
message in worse case and Improved bully algorithm generates highest 
message in best case scenario. However, it is seen that improved bully 

is better than Bully algorithm and it is tough competitor for ECBMB 
algorithm. In Figure 7 we have made comparison between ECBMB 
algorithm and the Improved bully algorithm when the number of nodes 
in the system is N=1000 and the failure detection node are varied.

Figure 7: The graph showing comparison between Improved Bully and ECBMB when node is fixed and failure 
detector is varied.
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Comparison between the proposed algorithm and 
modified bully algorithm using election commission

A Electric leader is required to make synchronization between 
different processes in distributed network. And different election 
algorithms are used to elect a coordinator among the available 
processes in the system such a way that there will be only one 
coordinator at any time. Bully election algorithm is one of the 
classical and well-known approaches in coordinator election 
process. Thus, this paper presented a modified version of bully 
election algorithm using a new concept called election commission. 
This approach will not only reduce redundant elections but also 
minimize total number of elections and hence it will minimize 
message passing, network traffic, and complexity of the existing 
system. The new algorithm is more efficient than bully algorithm 
and modified bully algorithm with respect of message passing, 
redundant election and network traffic

Discussion

Among the three algorithms compared in previous section 
it was observed that our proposed algorithm outperforms both 
other two algorithm in the comparison of the memory usage and the 
message generated during normal election process. It was found 
that this algorithm is highly memory efficient algorithm than other 
two algorithms. Where the memory demand of other algorithms 
increases exponentially with increase in number of nodes in the 
system, our algorithm only requires exact amount of memory as the 
number of nodes in the system. Even while considering the message 
generated during the election process, our algorithm generates 
minimum message in both the best case and worse case compared 
to other two mechanisms.

We know that number of message generated is directly 
proportional to the latency of the procedure. Since the time 
complexity of the Bully algorithm is 2( )o N  the latency of the 
system increases exponentially with the increase in the number 
of nodes in the system. Whereas the time complexity of both the 
Improved Bully algorithm and ECBMB algorithm are O(N), but still 
our proposed algorithm outperforms the Improved Bully algorithm 
when it comes to message generation and it can be clearly seen 
in Figure 7. The proposed algorithm, ECBMB Algorithm, can be 
implemented easily in the distributed system for coordination 
election as it is more memory efficient, faster and generates less 
data traffic. Other hidden advantage of this algorithm is that it avoid 
redundant election unlike Bully election, it provide better provision 
for recovered node and this algorithm can efficiently handle the 
simultaneous failure detection of the coordinator.

Although, EBMB algorithm is better than original Bully and 
Improved Bully, it is not the optimum mechanism. In this algorithm 
we have assumed that EC is ideal one, so further work could be 
carried out in different issues when EC is not ideal. Here we have 
not addressed the problem for what happens when the failed node is 
replaced with the node of same priority and later the failed node 
recovers. The time bound is another problem that we have not 
addressed in this work. All these limitation are good areas for the 
further elaboration of this work.

Conclusion

A. In this paper we came up with the new election algorithm 
which uses the concept of the Election Commission (EC) which 
carries out all the election procedure. This algorithm is memory 
efficient as well as time efficient compared to other two competitor 
algorithm of original Bully algorithm and Improved Bully algorithm. 
This algorithm can be implemented with ease in the distributed 
computing system where coordinator election has to be carried out. 
This has also improved the time complexity of the original Bully 
algorithm from 2( )o N  to O(N). As the future work, we can focus on 
operation of the non-ideal EC and the time bound limitation of the 
algorithm.
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